Multi-Channel sEMG-Based Joint Angles Estimation of Lower Limbs Utilizing Bidirectional Recurrent Neural Network
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Nowadays, rehabilitative robots, which have received more attention in the field of rehabilitation, can help patients in the rehabilitation training and reduce therapist workload. This paper suggests the use of surface electromyography (sEMG) signals and a bidirectional neural network (BRNN) for the estimation of the joint angles of lower limbs. The input of BRNN is the preprocessed sEMG signals and its outputs are the estimated joint angles of knee, ankle, and hip. In order to prove the usefulness of the BRNN, four normal and healthy subjects and two patients suffering from spinal cord injury (SCI) took part in the experimental tests. The healthy subjects exercised two movement modes including leg extension and treadmill at various loads and speeds, while the SCI subjects conducted only the treadmill exercise. To record useful information, seven leg muscles were used and then the hip, knee, and ankle joint angles were acquired at the same time. The experimental results showed the satisfactory performance of the proposed method in the estimation of joint angles by employing surface electromyography signals for both groups. The proposed estimation method can be used to control the rehabilitation robot of SCI subjects based on sEMG signals.

I. INTRODUCTION

Nowadays, rehabilitative robots, which are increasingly drawing attention in the field of rehabilitation, can help patients in the rehabilitation training and reduce therapist workload [1-3]. Presently, rehabilitation robots can be chiefly separated into two types: passive exercise and active exercise. The treadmill used in passive exercises is a traditional limited treatment. The active training has been shown to amend the reorganization of the cortical [4] and to perform better neuro-rehabilitation [5, 6].

During muscle activity, muscle cells generate a weakened electrical potential called sEMG. Surface electrodes sense these sEMG signals [7]. The diagnosis of neurological and neuromuscular problems [8, 9] and application in prosthetic devices such as lower limbs, smart wheelchairs, and prosthetic hands [10–12] can be mentioned as the main application of the sEMG signals. Conventionally, there are three ways to use the sEMG signals. For the first time, they were used as a switch signal to examine the human body in different movement modes [13-16]. By this technique, the amputated member was able to control the prosthetic hand or limb with the help of the remaining muscles [17, 18]. In [14], the sEMG property was extracted by the natural logarithm of root mean square root values, and four motions were classified by a fuzzy C-means clustering method. In [17], a linearized Gaussian hybrid network is proposed to detect EMG patterns for human-assisting manipulator control, and this method shows a high recognition rate for eight different hand movements. Also, the muscle force or torque is estimated by the sEMG signals. In this regard, a
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number of muscle force models have been developed, such as the Hill muscle model [19] and the Hammerstein muscle model [20]. When a precise relationship is established, sEMG signals show the active patient torque representing the patient's motion intention, and the active training of the rehabilitation robot is frequently controlled by using the sEMG signals. In [21], using sEMG, two methods are proposed for active training of the exoskeleton robots: dynamic human body model and direct force control. The human body force on robots can be computed by the sEMG signals. For the third aspect, the accurate body position is computed by the sEMG signals [22-27]. After finding the relationship between the joint angles and the sEMG signal, an arbitrary feasible posture is tracked in the active training mode by a rehabilitation robot or synthetic device. In [25], a switching regime model is proposed to decode the sEMG activity of 11 muscles to a continuous representation of arm movement in the 3-D space. In [27], a method is proposed to provide volitional control of a knee prosthesis utilizing sEMG signals. The intention of the patient and the set-point angle of the knee joint are computed by sEMG signals. These people can control the artificial hand.

In many approaches, sEMG signals have been used to estimate the joint angles, such as EMG-driven neuromusculoskeletal (NMS) model [28], linear model [29,30], linear switching regime model [31], local approximation, and lazy learning method [32], support vector machine (SVM) method [33], and artificial neural networks (ANN) [34]. They have been suggested for special applications, but there are still difficulties such as accuracy of estimation, real-time and dynamic characteristics, robustness, and uniformity. In [28], dynamic elbow movement is predicted by the NMS model, which requires many physiological parameters. The linear model suggested in [29,30] cannot apparently be used to estimate the real-time joint angle because one of the model parameters (the maximum IEMG signal value) is varying when hand movements are performed with different efforts. However, in this model, this parameter is set to a constant. In [32], the joint angles of the fingers are estimated by the local approximation and the lazy learning method. The performance of the method was satisfactory for prosthetic hand control, except that a large time delay was shown in the test results, particularly for the movement of the thumb. The effect of finger speed on the joint angle estimation was also disregarded. There are similar problems in [33].

Many papers have used artificial neural networks to estimate joint angles. However, the accuracy of the ANN in estimating the joint angles is not high. The main reason is that the multilayer perceptron neural network (MLP) is the most common neural network structure in existing studies. The data scale and feature that are two-dimensional data are the input data of MLP, but joint angle estimation is a three-dimensional problem (time, feature, and data scale).

Though sEMG signals have very sophisticated properties, their definite characteristic is that when the human muscle contraction has no variations, their amplitude increases. The process of changing the amplitudes of the sEMG signals consists of useful information to estimate the angles. To increase the accuracy of estimating the joint angles, this paper suggests a bidirectional recurrent neural network to estimate the relation between the joint angles and sEMG signals and develop a nonlinear model. To confirm the effectiveness of the BRNN, four healthy subjects and two SCI patients participated in the experimental tests. Two motions including treadmill training and leg movement at various speeds and loads were performed by the healthy subjects, and the patients only performed treadmill training. The results show that the BRNN can satisfactorily estimate the joint angle using sEMG signals.

II. Method and strategy

A. Data acquisition

In clinics, SCI patients or stroke patients are improved by treadmill exercise and leg extension exercises. In order to acquire experimental data, four healthy subjects (three men, one woman, 28±3 years old, 171±8 cm height) took part in treadmill training and leg extension exercises. Two SCI patients (both males, 42±2 years old, 166±5 cm height) took part in the treadmill exercise only. Fig. 1 shows the acquisition of joint angle information and sEMG signals during the treadmill run by a healthy subject. To record information simultaneously, seven leg muscles including vastus rectus muscle (VR), vastus lateralis muscle (VL), semitendinosus muscle (SM), biceps muscle of thigh (BM), tibialis anterior muscle (TA), extensor pollicis longus (EP), and gastrocnemius muscle (GM) were used and the hip, knee, and ankle joint angles were acquired at the same time. The Biomonitor ME6000 was utilized for the acquisition of the sEMG signal from the muscles. Fig. 2 depicts the raw sEMG signals and joint angles for one healthy subject.

Fig. 1. A healthy participant on the treadmill with sEMG sensors on the leg muscles.

To use sEMG signals in estimating the joint angles, the raw data is to be preprocessed. For this purpose, three following steps are to be executed.

Step 1: The 50Hz noise generated by the power supply is filtered and removed in the raw sEMG signals employing a fifth-ordered notch filter.

Step 2: The filtered sEMG signals are rectified.
Step 3: The following equation is used to compute the online moving average (OMA) of the sEMG signals:

\[
E(t) = \frac{1}{N} \sum_{i=0}^{N} E(t-i)^2
\]

where N and E(t) denote the number of the segments (N = 200) and the voltage at its sampling point (the rate of the sampling is 2 kHz), respectively.

Fig. 2. Raw sEMG data acquired from seven muscles during treadmill exercise.

B. Estimation algorithm of using DRNN

As is seen in Fig. 3, the joint angles are estimated by the preprocessed sEMG signals along with the joint angle that are input signals for training the BRNN. The output of the BRNN is the estimated joint angles. In Fig. 3, the parameters \( a_i \) and \( \theta \) are represented by:

\[
\begin{align*}
\theta &= [\theta_1, \ldots, \theta_j] \\
a_i &= [a_{i,1}, \ldots, a_{i,j}]
\end{align*}
\]

where indexes \( i \) and \( j \) denote the number of acquired data and the number of sEMG channels, respectively.

III. BIDIRECTIONAL RECURRENT NEURAL NETWORK

A. The structure of BRNN

Unlike traditional neural networks, the connection between cells in the hidden layer of the RNN increases, meaning that input data of the hidden layer contains both the original data and the hidden cell state at the former time.

The connection weight matrices between the cell and gate vectors are diagonal, so the \( m \)-th element in each gate vector only accepts input from the \( m \)-th element of the cell vector.

One disadvantage of conventional RNN is that they can only utilize the previous data. To overcome this problem, bidirectional RNNs (BRNNs) [35] is used in this paper by processing the information in both directions with two separate hidden layers that are then fed forward to the same output layer.

It is clear from Fig. 5 that a BRNN calculates the forward...
hidden sequence $\overrightarrow{h}$, the backward hidden sequence $\overleftarrow{h}$ and the output sequence $y$ by iterating the backward layer from $t = T$ to 1, the forward layer from $t = 1$ to $T$, and then updating the output layer:

\[
\overrightarrow{h}_t = H\left( W_x^{hh}\overrightarrow{x}_t + W_{\overrightarrow{h}h}\overrightarrow{h}_{t-1} + b_{\overrightarrow{h}} \right)
\]

\[
\overleftarrow{h}_t = H\left( W_x^{hh}\overleftarrow{x}_t + W_{\overleftarrow{h}h}\overleftarrow{h}_{t-1} + b_{\overleftarrow{h}} \right)
\]

\[
y_t = W_y^{hh}\overrightarrow{h}_t + W_y^{\overleftarrow{h}}\overleftarrow{h}_t + b_y
\]

The bidirectional LSTM, which can access long-range data in both input directions, is constructed by combining BRNN with LSTM [16].

IV. EXPERIMENTAL RESULTS

A. Results

Despite the simultaneous recording of sEMG signals from seven muscles, it should be noted that all channels do not contain useful information. It is clear from Fig. 2 that only sEMG of vastus rectus muscle, vastus lateralis muscle, and extensor pollicis longus contain very good dynamic data. Experimentally, the remaining of muscle signals was not utilized. Hence, the number of inputs as well as the complexity of the BRNN can be decreased. For every healthy subject, two BRNNs were created for the treadmill and leg extension exercises. Each input vector of the BRNN has a size of 40 including sEMG signal and the pervious samples. All BRNNs are trained by using back error propagation algorithm with a learning rate of 0.01 and random initial weights in the range of [-0.5; 0.5].

Figs. 6 and 7 depict the estimations of hip, knee, and ankle joint angles of a healthy subject in different conditions. From these figures, the suggested method works better in estimating the hip, knee, and ankle joint angles for fast speed regardless of the load during leg extension exercise. In fact, all four healthy subjects felt it was easier to do the exercise in a quick way that could give them a natural feeling. On the contrary, if they did this relatively slowly, four healthy subjects would feel uncomfortable since they could not control the speed and the slow speed would make them feel no rhythm. Regular and stable signals were generated when the subject had a sense of rhythm.

Similar results are presented in Fig. 7. The accuracy of the joint angles estimation is better in fast speed than in slow speed. From Fig. 7 (b), it is clear that the use of sEMG signals makes a more accurate estimate of the hip joint, knee joint, and ankle joint angles, and the mean angle error was less than 4.8 degrees for all four healthy persons during the treadmill exercise in fast speed with small load. As it is clear in Fig. 7(a) and (c), the estimation of the ankle joint angle is not as satisfactory as the estimation of the joint angles of the knee and hip principally because ankle control is not very natural while exercising at a slow pace. The estimation of the joint angles in fatigue mode (persons felt muscle pain and they did the exercise very hard) is illustrated in Fig. 7(d). Only the knee joint and hip joint angle are shown in this figure because the estimation error of the ankle joint is very large and we deliberately eliminated it. The mean estimation errors of the knee joint angle and the hip joint angle are also big (about 12.781 degrees). This is mainly because when subjects exercise in very fatigue conditions, the leg muscles contract very unstable with trembling of the limbs and in this case, the relationship between the sEMG signals and the angles of the joints becomes much more complicated. For two SCI patients, a BRNN was created for every subject. In Fig. 8, the estimation of the joint angles of the three joints for both subjects is shown, and the results are nearly as
satisfactory as that of the health people. As is seen in Fig. 8, the first subject’s ankle joint angle fluctuated to a greater extent during the treadmill exercise because this subject was unable to fully control his legs due to SCI. The second subject performed better in the estimation of the joint angles with a mean error of 2.631 degrees. This should be due to minimal damage to the spinal cord, so the sEMG signals were more stable in this subject than in the other subject.

Fig. 6. Results obtained from leg extension exercise for a healthy subject. Solid lines (actual angles); dashed lines (estimated angles). (a) Leg extension with slow speed and small load, (b) leg extension with fast speed and small load, (c) leg extension with slow speed and big load, (d) leg extension with fast speed and big load.

Based on the comparison of Figs. 7 and 8, it is obvious that the estimation error of the healthy subjects is bigger than that of the SCI patients. The mean error for the healthy subjects is approximately 8.71 degrees during the leg extension exercise and approximately 5.91 degrees during the treadmill exercise regardless of the results under the fatigue mode, whereas the mean error for the SCI subjects is approximately 4.41 degrees during the treadmill exercise. This is associated with the fact that the movement range of healthy people is bigger than that of the SCI people.

In order to assess the performance of the angle estimation, Pearson’s correlation coefficient (PCC) and root mean square error (RMSE) were employed. The PCC and RMSE are computed by:

\[
PCC = \frac{\sum \theta_{act,n} \theta_{est,n} - \left( \sum \theta_{act,n} \right) \left( \sum \theta_{est,n} \right)}{N} \\
RMSE = \sqrt{\frac{1}{N} \sum (\theta_{act,n} - \theta_{est,n})^2}
\]

where \(\theta_{act,n}\) and \(\theta_{est,n}\) are the measured and estimated angles and \(N\) denotes the number of the samples.

Table I provides the values of PCC for four healthy subjects and two SCI patients. The values of RMSE for all cases are given in Table II. All these tests are performed for the leg extension test and hip angle.
Fig. 7. Results obtained from treadmill exercise for a healthy subject. Solid lines (actual angles); dashed lines (estimated angles). (a) Treadmill exercise with slow speed and small load, (b) treadmill exercise with fast speed and small load, (c) treadmill exercise with slow speed and big load, (d) treadmill exercise with fatigue.

Fig. 8. Results obtained for SCI subjects. Solid lines (actual angles); dashed lines (estimated angles). (a) The first patient, (b) the second patient.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>THE VALUES OF PCC FOR HEALTHY SUBJECTS AND SCI PATIENTS.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Healthy subject</td>
</tr>
<tr>
<td></td>
<td>$S_1$</td>
</tr>
<tr>
<td>Mean</td>
<td>0.968</td>
</tr>
<tr>
<td>SD</td>
<td>0.013</td>
</tr>
<tr>
<td>Median</td>
<td>0.970</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.983</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.940</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>THE VALUES OF RMSE FOR HEALTHY SUBJECTS AND SCI PATIENTS.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Healthy subject</td>
</tr>
<tr>
<td></td>
<td>$S_1$</td>
</tr>
<tr>
<td>SD</td>
<td>1.663</td>
</tr>
</tbody>
</table>

B. Discussion

Based on the results, it can be confirmed that the joint angles of human legs can be satisfactorily estimated by sEMG signals in two modes of treadmill training and leg extension. The estimation of joint angles employing the...
BRNN leads to good performance in both spinal patients and healthy people. Compared to traditional angle estimation methods, this approach improves angle estimation precision, characteristics of dynamic and real-time, and robustness. For all healthy people, the average error for leg extension and treadmill exercise are less than 9 degrees and 6 degrees, respectively, while these errors for SCI patients are 5 degrees due to a smaller range of motion. The sampling rate of the sEMG signals is 2 kHz, implying a time delay of 0.5ms. The performance of the proposed method is acceptable despite this time delay. Different speeds and loads are considered in the suggested approach and the results show a robust performance. The smoothness of estimating the joint angles is improved by the suggested method. According to the results, it can be concluded that these signals can be implemented for active training in a better way on the rehabilitation robot for spinal cord and stroke patients.

V. CONCLUSION

In this study, the sEMG signals are utilized to find a new human–robot interface. A neural network is employed to find the relationship between joint angles and sEMG signals, and practicability of this approach is confirmed by different experiments in healthy people as well as in SCI patients. To develop the nonlinear model, a bidirectional recurrent neural network is proposed. The BRNN is trained by the joint angles and sEMG signals and then used to estimate the joint angles that is usable in controlling rehabilitation robots. There is also a detailed discussion about estimating joint angles under different conditions such as various speeds and loads and in fatigue conditions and the proposed approach shows satisfactory robustness to various situations. Compared with the conventional techniques of estimating joint angles using the sEMG signals, this method improves many features, including the accuracy of the estimation, real-time specification, smoothness, dynamic specification, and robustness.

APPENDIX

Consider the following candidate Lyapunov function:

\[ V(t) = \frac{1}{2} \dot{e}^T(t) \dot{e}(t) \]  

where 

\[ \dot{e}(t) = y(t) - y(t) \]

and \( y^* \) is the desired output. The convergence of the system can be \( \Delta V(t+1) \leq 0 \) if:

\[ \Delta V(t+1) = V(t+1) - V(t) \leq 0 \]

By combining (A.1) and (A.3), we have:

\[ \Delta V(t+1) = \frac{1}{2} [2\dot{e}(t) + \Delta \dot{e}(t+1)]^T \Delta \dot{e}(t) \]  

where \( \Delta \dot{e}(t+1) = \dot{e}(t+1) - \dot{e}(t) \).

By combining (3), (4) and (A.2), and the use of Taylor series expansion, we can write the linear form of \( \dot{e}(t) \) as follows:

\[ \dot{e}(t+1) = \dot{e}(t) + \frac{\partial \dot{e}(t)}{\partial P(t)} \Delta P(t) + R' \]  

where \( P = [W, b], R' \) is the ignored higher-order terms.

**Theorem 1.** Let \( \eta \) be the learning rate of the BRNN. The convergence is ensured if the learning rate satisfies:

\[ 0 < \eta < \frac{2}{\left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)^T \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)} \]

Therefore, the convergence is ensured and \( e(t) \rightarrow 0 \) as \( t \rightarrow \infty \).

**Proof.** (A.4) can be rewritten and simplified as follows:

\[ \Delta V(t+1) = \frac{1}{2} e^T(t) e(t) \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)^T \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right) + \eta \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)^T \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right) - 2 \]

If (A.6) is satisfied by the learning rate \( \eta \), then:

\[ \eta \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)^T \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right) < 0 \]

In (A.7), \( \eta \) is positive, \( e^T(t) e(t) \) and \( \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right)^T \left( \frac{\partial \dot{e}(t)}{\partial P(t)} \right) \) are zero or positive. Hence, by the use of (A.7) and (A.8), we conclude that:

\[ \Delta V(t+1) \leq 0 \]

Thus, the convergence of the BRNN can be ensured by using Lyapunov stability theorem.
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