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In this paper, two semi-analytical techniques are introduced to compute the solutions of differential-algebraic equations (DAEs), called the Least Squares Repetitive Homotopy Perturbation Method (LSRHPM) and the Least Squares Span Repetitive Homotopy Perturbation Method (LSSRHPM). The truncated series solution by the Homotopy Perturbation Method only is suitable for small-time intervals. Therefore, to extend it for long time intervals, we consider the Repetitive Homotopy Perturbation Method (RHPM). To improve the accuracy of the solutions obtained by RHPM and to reduce the residual errors, least squares methods and span set are combined with RHPM. The proposed methods are applied to solve nonlinear differential-algebraic equations and optimal control problems. The results of the proposed methods are compared using some illustrative examples. The results demonstrate the effectiveness and high accuracy of the new modifications. The effect of the parameters on the accuracy and performance of the methods is studied through some illustrative examples.
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I. INTRODUCTION

Most of the phenomena encountered in nature and technology are modeled using nonlinear differential equations, while their constraints and conditions are defined as algebraic equations. In this way, the system is modeled as differential-algebraic equations (DAEs). Therefore, it is very important to find a solution to these types of systems. In many cases, as an exact analytical solution is not available, semi-analytical, approximate and numerical solutions of DAEs are computed. In recent years, many numerical and semi-analytical methods have been proposed to solve DAEs. In [1], a numerical technique for solving DAEs is presented by employing the Laplace homotopy analysis method (LHAM). In [2], a numerical solution of linear and nonlinear DAEs is proposed. The method consists of expanding the required approximate solution as the elements of Chebyshev cardinal functions. The operational matrices are presented for the integration and product of these Chebyshev cardinal functions. By using these operational matrices together, a differential-algebraic equation can be transformed into a system of algebraic equations. In [3], a linear regular index 2 method is considered. Using a decoupling technique, initial condition and boundary conditions are properly formulated. Regular index 1 DAEs are obtained by the regularization method. In [4], the existence and uniqueness theory of the solution of the initial and boundary value problems for higher index DAEs are proposed. In [5], an
Index reduction technique is suggested for high index linear differential-algebraic equations. Also, their numerical solution is provided by the pseudospectral method. Some other index reduction techniques are given in [6]-[7]. Other numerical approaches including the Runge-Kutta method, specialized Runge-Kutta method and numerical solution of DAEs, using a multiquadric approximation, are given in [8]-[11]. The application of the series method is presented in [12] to find the solution of differential-algebraic equations system. In [13], the multirate implicit Euler method to semi-explicit DAEs of index-1 is extended, where the algebraic variables only provide slow dynamical changes that use three different strategies to realize the coupling between the slow and the fast subsystems. Then, assumptions are provided on the macro-step size and the micro-step size that a consistency order 1 can be proven for all three coupling strategies and respective differential variables. For semi-explicit DAEs, the usage of the coupled slowest-first approach seems favourable, since it is the only coupling strategy, where consistency order 1 is derived also for the algebraic variables. In [14], a new implementation of a semi-analytical iterative method is proposed by Temimi and Ansari, called TAM, for approximate solutions of differential algebraic equations that arises in many engineering and applied sciences applications. The solution is obtained with easily computed components without any restrictive assumptions to deal with the nonlinear terms. Error analysis of the approximate solution is studied using the absolute error and high convergence. In the article [15], an approach is proposed for constructing collocation-variation difference schemes with several collocation points for the numerical solution of the initial value problem in DAEs. These methods do not require the calculation of the projections onto the kernel of a matrix, the use of generalized inverses, or derivatives of input data. In paper [16], an approximate analytical solution is given for the bistable Allen-Cahn equation. The Allen-Cahn equation is a 2nd-order nonlinear parabolic partial differential equation representing some natural physical phenomenon. The homotopy perturbation method and homotopy analysis method are used for finding the approximate solution. These methods do not need the use of any transformation, discretization, unrealistic restriction and assumption.

In [17], the behavior of systems of complex differential equations is investigated when some condition to the quality of the solutions is added. It extends the Gackstatter and Laine’s results concerning complex differential equations to the systems of algebraic differential equations.

Another class of methods to solve DAEs is the class of the iterative methods, which have recently interested researchers. The homotopy perturbation method (HPM) [18], the Adomian decomposition method (ADM) [19]-[20], the variational iteration method (VIM) [21]-[23] and the homotopy analysis method (HAM) [24], as some of the iterative methods, have been used to solve the linear and nonlinear DAEs. Recently, the homotopy perturbation method is applied to the continuous-time model predictive control (MPC) problem [25]. Continuous-time MPC ends to an optimal control problem, where a system of differential-algebraic equations with boundary conditions must be solved. This problem is solved using HPM [25]. In [26], the nonplanar hydrodynamic equations of the present plasma model are reduced to the damped nonplanar Korteweg-de Vries (dnKdV) equation using the reductive perturbation method (RPM). This equation is used to investigate the characteristics and dynamics of dissipative nonplanar solitons in a collisional electronegative dusty plasma. It is known that the dnKdV equation does not admit an analytical solution due to the linear term (the ion-neutral collision term and the geometric term). Therefore, the homotopy perturbation method has been used to solve the equation.

Some authors have investigated the homotopy perturbation from a mathematical point of view. Their main objective was theoretically analyzing the method and to shown eventually that under certain circumstances the homotopy perturbation method converges to the exact desired solution, without a priori knowledge of the exact solution. Another objective has been to address the error estimate of the approximate solution. In [27]-[28], the convergence of the homotopy perturbation method is proved.

As is expressed in Section 4 and is shown in the examples of Section 6, the HPM provides the approximate solutions of DAEs only for short time intervals. So, to extend it to a longer time interval and to improve the accuracy of the approximate solutions, this paper proposes three new modifications of HPM, named repetitive homotopy perturbation method (RHPM), least squares repetitive homotopy perturbation method (LSRHPM) and least-squares span repetitive homotopy perturbation method (LSSRHPM). The presented examples show that with the same number of terms as in the original homotopy series, the accuracy of the approximate solutions of the DAEs was significantly improved using the proposed methods.

The structure of this paper is as follows. Section 2 introduces the general formulation of DAEs. Section 3 briefly explains the HPM. In Section 4, RHPM and LSRHPM methods are proposed. The LSSRHPM is presented in Section 5. Section 6 demonstrates the efficiency and effectiveness of proposed methods through some numerical examples. Also, in order to illustrate the application of the proposed methods in engineering, the optimal control problem is solved using these methods. The conclusion is given in the last section.

II. PROBLEM STATEMENT

A system of DAEs is one that consists of ordinary differential equations (ODEs) coupled with purely algebraic equations. In this paper, we consider the following form of DAEs with initial
values: \( \begin{align*}
F(X(t), \dot{X}(t), Y(t), t) &= 0, \quad t \in I = [t_0, t_f] \\
X(t_0) &= X_0, \quad Y(t_0) = Y_0
\end{align*} \)

where \( t \in \mathbb{R} \) is the independent variable, \( X(t) = (x_1(t), \ldots, x_n(t)) \), \( Y(t) = (y_1(t), \ldots, y_m(t)) \) and \( F : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^{n+m} \).

The objective is to solve DAEs to obtain functions \( X(t) \) and \( Y(t) \) that satisfy the equations and the initial conditions of the system (1). Rewrite DAEs (1) in the form:

\[
\begin{align*}
\dot{X}(t) &= K(X(t), \dot{X}(t), Y(t)) + F(t), \\
Y(t) &= H(X(t), Y(t)) + G(t), \\
X(t_0) &= X_0, \quad Y(t_0) = Y_0
\end{align*} \quad t \in I = [t_0, t_f]
\]

where \( F(t) = (f_1(t), \ldots, f_n(t)) \) and \( G(t) = (g_1(t), \ldots, g_m(t)) \) are analytical functions, \( K : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) and \( H : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m \).

### III. Homotopy Perturbation Method

In this section, we briefly review the HPM. The HPM was first proposed by He [29-30]. This technique is a coupling of the traditional perturbation method and the homotopy in topology; it divides a complex problem continuously into some simple iterative problem that can be easily solved. To illustrate the basic concepts of the HPM, consider the following nonlinear differential equation:

\[
\begin{align*}
L(u(t)) + N(u(t)) - f(t) &= 0, \\
B(u) &= 0
\end{align*} \quad t \in I = [t_0, t_f]
\]

where \( L \) is a linear operator, \( N \) is a nonlinear operator, \( f(t) \) is a known function, \( u(t) \) is an unknown function and \( B \) denotes the boundary conditions.

The first step in the homotopy technique is to construct a homotopy function \( v(t, p) : I \times [0, 1] \rightarrow \mathbb{R} \) which satisfies:

\[
\begin{align*}
L(v) - L(u_0(t)) + pL(u_0(t)) + pN(v) - f(t) &= 0, \\
B(v) &= 0
\end{align*} \quad p \in [0, 1]
\]

where \( p \in [0, 1] \) is an embedding parameter, \( v(t, p) \) is an unknown function, \( u_0(t) \) is an initial approximation of the solution of Eq. (3) which satisfies the boundary conditions. Obviously, from Eq. (4), when \( p = 0 \), \( v(t, 0) = u_0(t) \) and when \( p = 1 \), \( v(t, 1) = u(t) \).

In the HPM, the approximate solutions of DAEs are obtained in series form. Assume that the solution of Eq. (3) is written as a power series in \( p \):

\[
v(t, p) = u_0(t) + \sum_{i=1}^{\infty} p^i u_i(t)
\]

Substituting (5) in (4), collecting the same powers of \( p \) and equating each coefficient of the powers of \( p \) with zero, we obtain:

\[
\begin{align*}
L(u_i(t)) &= -N_i(u_0(t), u_1(t), \ldots, u_{i-1}(t)), \quad i \geq 1, \\
B(u_i(t)) &= 0
\end{align*} \quad (6)
\]

where \( N_i, i \geq 0 \) are the coefficients of \( p^i \) in the nonlinear operator \( N \):

\[
N(u(t)) = N_0(u_0(t)) + pN_1(u_0(t), u_1(t)) + p^2N_2(u_0(t), u_1(t), u_2(t)) + \ldots
\]

We remark that \( u_i(t), i \geq 1 \) is obtained from the linear Eq.(6), which are easily solved together with the boundary conditions. Therefore, according to the HPM, the \( s \)-term approximate solution of Eq. (3) can be expressed as:

\[
u(t) \approx \hat{u}(t) = u_0(t) + \sum_{i=1}^{s} u_i(t), \quad t \in I = [t_0, t_f]
\]

### IV. Least Squares Repetitive Homotopy Perturbation Method

In [31], a new method based on the HPM and the least squares method (LSM) is proposed to solve the nonlinear differential equations. In this section, we propose a new modification of this method to solve DAEs. In the first step, the RHPM algorithm is used to improve the solutions of DAEs by the HPM. Then, the LSM is applied to increase the accuracy of the solutions.

#### A. Repetitive Homotopy Perturbation Method

In most cases of solving a differential, algebraic or differential-algebraic equations by the HPM, the first term of the homotopy series is considered as a constant function equal to the initial value given in the system. On the other hand, the nonlinear terms replaced by the Taylor series expansion with order \( v \) around the initial time and the initial value. Therefore, the HPM provides the optimal solution just only in the neighbourhood of the initial time.

In order to overcome this difficulty, we modify the HPM to the RHPM in the following.

Consider the Eq. (3) First, choose the time step \( \Delta > 0 \), and divide the time interval \( I = [t_0, t_f] \) into subintervals \( I_k = [t_{k-1}, t_k], k = 1, \ldots, z \), where \( t_0 < t_1 < \ldots < t_z = t_f \) and \( t_k - t_{k-1} = \Delta \).

Then, we apply the HPM to each subinterval. In order to carry out the iterations in every subinterval \( I_k \), it is
required to select some initial values for the function \( u_0(t) \) in that subinterval. But, in general, we do not have this information except at the initial point \( t_0 \). A simple way for obtaining initial value at each subinterval is to use the approximation of \( u(t) \) at the last iteration of the preceding subinterval. In this way, the continuous approximate solution on the interval \([t_0, t_f]\) can be denoted as follows:

\[
u(t) = \sum_{k=1}^{z} \hat{X}^k(t)
\]

(9)

Where \( \hat{u}^k(t) \) is obtained by HPM for the Eq. (3) on

\[ I_k = [t_{k-1}, t_k] \]

and

\[
\hat{X}^k = \begin{cases} t & \in I_k, \quad k = 1, \ldots, z \\
0 & \notin I_k \end{cases}
\]

(10)

\[ B. \text{ Least-Squares Repetitive Homotopy Perturbation Method} \]

Nowadays, the least-squares method is widely used to obtain the numerical values of the parameters to reduce the estimation error. To illustrate the LSRHPM, first rewrite DAEs (2) in an operator form:

\[
L_{1,i} \left( x_i(t) \right) + N_{i} \left( X(t), \hat{X}(t), Y(t) \right) - f_i(t) = 0, i = 1, \ldots, n
\]

(11)

\[
L_{2,j} \left( y_j(t) \right) + N_{2,j} \left( X(t), Y(t) \right) - g_j(t) = 0, j = 1, \ldots, m
\]

(12)

and define

\[ I_1 = (I_{1,1}, \ldots, I_{1,n}) \quad , \quad I_2 = (I_{2,1}, \ldots, I_{2,m}) \]

(13)

\[ N_1 = (N_{1,1}, \ldots, N_{1,n}) \quad , \quad N_2 = (N_{2,1}, \ldots, N_{2,m}) \]

(14)

where the differential and algebraic operators \( L_1 \) and \( L_2 \) are the linear operators and \( N_1 \) and \( N_2 \) are the nonlinear operators. Then, the s-term homotopy solutions of (11) and (12) on \( I_k = [t_{k-1}, t_k] \), \( k = 1, \ldots, z \) denote as following, which can be obtained using the HPM:

\[
\hat{x}^k_i(t) = x^0_i(t) + \sum_{r=1}^{i-1} x^n_r(t), i = 1, \ldots, n
\]

(15)

\[
\hat{y}^j_j(t) = y^0_j(t) + \sum_{r=1}^{j-1} y^n_r(t), j = 1, \ldots, m
\]

(16)

In the proposed LSRHPM, in each subinterval \( I_k \), \( k = 1, \ldots, z \) the core terms \( x^n_i \) and \( y^n_j \), \( J_{LS} \) are maintained, however, their coefficients are tuned to improve the approximate solutions of DAEs. So, the homotopy series (15) and (16) are modified as follows:

\[
\hat{x}^k_i(t) = \alpha_{0i} x^0_i(t) + \sum_{r=1}^{i-1} \alpha_r x^n_r(t), i = 1, \ldots, n
\]

(17)

\[
\hat{y}^j_j(t) = \beta_{0j} y^0_j(t) + \sum_{r=1}^{j-1} \beta_r y^n_r(t), j = 1, \ldots, m
\]

(18)

where the coefficients are unknown and constant. Let's define for each \( k = 1, \ldots, z \):

\[
\hat{X}^k = (\hat{x}^1(t), \ldots, \hat{x}^n(t))
\]

(19)

\[
\hat{Y}^k = (\hat{y}^1(t), \ldots, \hat{y}^m(t))
\]

(20)

\[
\alpha_i^k = (\alpha^k_{0i}, \ldots, \alpha^k_{(t-1)i}), \quad i = 1, \ldots, n,
\]

(21)

\[
\beta_j^k = (\beta^k_{0j}, \ldots, \beta^k_{(t-1)j}), \quad j = 1, \ldots, m
\]

(22)

Then, let's define

\[
\hat{X}^k = (\hat{x}^1(t), \ldots, \hat{x}^n(t))
\]

(23)

\[
\hat{Y}^k = (\hat{y}^1(t), \ldots, \hat{y}^m(t))
\]

(24)

By replacing the approximate solutions \( \hat{X}^k \) and \( \hat{Y}^k \) obtained in Eq. (11) and (12), the residual errors \( RDH_k \) and \( RAH_k \) for \( k = 1, \ldots, z \) is evaluated as:

\[
(RDH_k) = (\hat{x}^k(t), t) = L_1\left( \hat{x}^k(t) \right) + N_1\left( \hat{X}^k, \hat{X}^k, \hat{Y}^k \right) - f_i(t), \quad i = 1, \ldots, n
\]

(25)

\[
(RAH_k) = (\hat{y}^k(t), t) = L_2\left( \hat{y}^k(t) \right) + N_2\left( \hat{X}^k, \hat{Y}^k \right) - g_j(t), \quad j = 1, \ldots, m
\]

(26)

Define, the estimation performance measure as the mean of the squared residual errors on the subinterval \( I_k \), \( k = 1, \ldots, z \):

\[
JDH_k = \frac{1}{|I_k|} \int_{I_k} (RDH_k)^2(t) dt, \quad i = 1, \ldots, n
\]

(27)

\[
JAH_j = \frac{1}{|I_k|} \int_{I_k} (RAH_j)^2(t) dt, \quad j = 1, \ldots, m
\]

(28)

Now, using the LSM, the unknown coefficients \( \alpha^k \) are obtained in order to reduce the above residual errors. Let's define the residual errors \( RDLS^k \) and \( RALS^k \), and the performance measure \( JDLS^k \) and \( JALS^k \) for the approximate solutions \( \hat{X}^k \) and \( \hat{Y}^k \) by replacing them in Eq. (11)-(12) similar to (25)-(28).

Functions \( \hat{X}^k \) and \( \hat{Y}^k \) must also satisfy the initial conditions of the Eq. (11)-(12) on any subinterval \( I_k \), \( k = 1, \ldots, z \), i.e.:
\[ \begin{align*}
\bar{X}^k(t_0) &= X(t_0), \bar{Y}^k(t_0) = Y(t_0) \\
\bar{X}^k(t_{i+1}) &= \bar{X}^{k-1}(t_{i+1}), \text{ for } k = 2, \ldots, z
\end{align*} \]

Therefore, the following constrained multi-objective optimization problem must be solved:

\[ \begin{align*}
\min_{\alpha^*, \beta^*} & \quad J_{LS}^k \\
\text{s.t.} & \quad \min_{i, \beta^*} J_{ALS}^k \\
& \quad \min_{j, \mu^*} J_{ALS}^m
\end{align*} \] (30)

There are different methods to solve this multi-objective optimization problem [32]. In this paper, the weighted sum method is used. By defining some weighting vector \( \mathbf{w} \) as:

\[ \mathbf{w} = (w_{D_1}, \ldots, w_{D_n}, w_{A_1}, \ldots, w_{A_m}) \] (31)

the multi-objective problem (30) becomes a single-objective problem:

\[ \min_{\alpha^*, \beta^*} J_{LS}^k = w_{D_1}(J_{DSL_1}^k) + \ldots + w_{D_m}(J_{DSL_m}^k) + w_{A_1}(J_{ALS_1}^k) + \ldots + w_{A_m}(J_{ALS_m}^k) \] (32)

This problem is solved with the interior point method (IPM). Suppose that \( \alpha^{k*} \text{ and } \beta^{k*} \) are the optimal solutions of the problem (32) obtained by IPM. The approximate solutions of DAEs (11) and (12) on subinterval \( I_k \) by LSRHPM are as follows:

\[ \begin{align*}
\hat{x}_i^k(t) &= \bar{x}_i^k(t), \quad i = 1, \ldots, n \\
\hat{y}_j^k(t) &= \bar{y}_j^k(t), \quad j = 1, \ldots, m
\end{align*} \] (33) (34)

**Lemma 1** The optimization problem (32) has a feasible solution.

**Proof** Put \( \alpha^k = 1, \beta^k = 1 \) in the approximate solutions (17) and (18). So, we have \( \hat{x}_i^k = \bar{x}_i^k \) and \( \hat{y}_j^k = \bar{y}_j^k \). On the other hand, \( \bar{x}_i^k \) and \( \bar{y}_j^k \) must satisfy the initial conditions (29) of the Eq. (10)-(11). Therefore, for \( \alpha^k = 1 \) and \( \beta^k = 1 \) in the approximate solutions (32).

**Definition** For each of the weighting vector \( \mathbf{w} \) the value

\[ J_{LS}^k, k = 1, \ldots, z \]

is called the sum of the mean of the squared residual errors of the approximate solutions of DAEs (11) and (12) obtained by RHPM in the subinterval \( I_k \).

**Theorem 1** Let \( \alpha^{k*} \text{ and } \beta^{k*} \) be the optimal solutions of the problem (32). Then, for every \( \mathbf{w} \in R^{r+m} \), the optimal value of the performance measure \( J_{LS}^k \) is less than or equal to \( J_{H}^k \), \( k = 1, \ldots, z \).

**Proof** Since \( \alpha^k = 1 \) and \( \beta^k = 1 \), \( k = 1, \ldots, z \) are the feasible solutions to the problem (31), the value of the objective function of the problem for them is equal to \( J_{H}^k \).

We use the IPM which is guaranteed to decrease the performance criteria (32), therefore the optimal value (32) is equal or less than \( J_{LS}^k \), in other words, \( J_{LS}^k \leq J_{H}^k \).

**V. LEAST SQUARES SPAN REPETITIVE HOMOTOPY PERTURBATION METHOD**

In this section, we propose a method called the least-squares span repetitive homotopy perturbation method (LSSRHPM). The objective of this method is to improve the approximate solutions of DAEs obtained by the LSRHPM. In this method, first, the span sets are defined for the approximate solutions of DAEs obtained by the RHPM. Then, using the LSM, a combination of the functions of the span set is determined in order to reduce the residual errors.

To illustrate the LSSRHPM, assume the approximate solutions (15) and (16) are obtained by RHPM on subinterval \( I_k \), \( k = 1, \ldots, z \). First, define the sets \( (SD)^i_k = \{ \phi_{i,j}^k, \ldots, \phi_{i,n}^k \} \) and \( (SA)^j_k = \{ \phi_{1,j}^k, \ldots, \phi_{m,j}^k \} \), \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \) containing the span of the functions \( \hat{x}_i^k \) and \( \hat{y}_j^k \). These are sets of linearly independent functions in the vector space of the
continuous functions on the interval $I_k$, such that each of the functions of $\tilde{X}^k$ and $\tilde{Y}^k$ is a real linear combination with real coefficients of these functions. So, the modified approximate solutions of (15) and (16) are defined as follow:

$$
\tilde{X}_i^k(t) = \sum_{i=1}^{n} \delta_i^k \phi_i^k, i = 1, \ldots, n
$$

(36)

$$
\tilde{Y}_j^k(t) = \sum_{j=1}^{m} \rho_j^k \phi_j^k, j = 1, \ldots, m
$$

(37)

where the coefficients are unknown and constant. Let’s define for each $k = 1, \ldots, z$:

$$
\tilde{X}^k = (\tilde{X}_1^k(t), \ldots, \tilde{X}_n^k(t))
$$

(38)

$$
\tilde{Y}^k = (\tilde{Y}_1^k(t), \ldots, \tilde{Y}_m^k(t))
$$

(39)

$$
\delta_i^k = (\delta_i^k, \ldots, \delta_i^k), \quad i = 1, \ldots, n
$$

(40)

$$
\rho_j^k = (\rho_j^k, \ldots, \rho_j^k), \quad j = 1, \ldots, m
$$

(41)

Now, using the LSM, the unknown coefficients vectors $\delta^k$ and $\rho^k$ are obtained in order to reduce the residual errors. Let’s define the residual errors $RD\text{LSS}^k_i$ and $RAL\text{LSS}^k_j$, and the performance measure $JD\text{LSS}^k_i$ and $JA\text{LSS}^k_j$ of the approximate solutions $\tilde{X}^k$ and $\tilde{Y}^k$ similar to 11-14 for each $k = 1, \ldots, z$.

When determining the unknown coefficients $\delta^k$ and $\rho^k$, functions $\tilde{X}^k$ and $\tilde{Y}^k$ must satisfy the initial conditions of Eq. (11)-(12) on subinterval $I_k$, $k = 1, \ldots, z$ i.e.: $\tilde{X}^k(t_0) = X(t_0), \quad \tilde{Y}^k(t_0) = Y(t_0) \quad \text{on } I_k = [t_0, t_k]

$$
\left\{
\begin{array}{l}
\tilde{X}^k(t) = \tilde{X}^k(t_{k-1}), \quad \tilde{Y}^k(t) = \tilde{Y}^k(t_{k-1}) \quad \text{on } I_k = [t_{k-1}, t_k]

k = 2, \ldots, z
\end{array}
\right.
$$

(42)

Therefore, a multi-objective optimization problem similar to (30) must be solved. Using a weighting vector, the problem can be converted to the following single-objective problem:

$$
\min_{\delta^k, \rho^k} J^k_{LSS} = w_{d_1}(JD\text{LSS}^k_1) + \ldots + w_{d_m}(JD\text{LSS}^k_m) + w_{a_1}(JA\text{LSS}^k_1) + \ldots + w_{a_m}(JA\text{LSS}^k_m)
$$

(43)

Suppose that $\delta^{k*}$ and $\rho^{k*}$ are the optimal solutions of the problem (43) obtained by the IPM. Then, denote the approximate solutions of DAEs (11) and (12) on any subinterval $I_k$, $k = 1, \ldots, z$ by LSSRHPM as following:

$$
x_i^k(t) \equiv \tilde{x}_i^k(t)|_{I_k}, i = 1, \ldots, n
$$

(44)

$$
y_j^k(t) \equiv \tilde{y}_j^k(t)|_{I_k}, j = 1, \ldots, m
$$

(45)

**Lemma 2** The optimization problem (43) has a feasible solution.

**Proof** Let $\hat{X}^k$ and $\hat{Y}^k$ are the approximate solutions of DAEs (11) and (12) on subinterval $I_k$, $k = 1, \ldots, z$, by RHPM, and $(SD)^k_i, i = 1, \ldots, n$ and $(SA)^k_j, j = 1, \ldots, m$ are their span set. It is clear that each of functions of $\hat{X}^k$ and $\hat{Y}^k$ is a linear combination of the functions $(SD)^k_i$ and $(SA)^k_j$. In other words, there exist $\delta_i^k = (\delta_i^k, \ldots, \delta_i^k), i = 1, \ldots, n$ and $\rho_j^k = (\rho_j^k, \ldots, \rho_j^k), j = 1, \ldots, m$ such that:

$$
\hat{x}_i^k(t) = \sum_{i=1}^{n} \delta_i^k \phi_i^k \in (SD)^k, i = 1, \ldots, n
$$

(46)

$$
\hat{y}_j^k(t) = \sum_{j=1}^{m} \rho_j^k \phi_j^k \in (SA)^k, j = 1, \ldots, m
$$

(47)

Since $\hat{X}^k$ and $\hat{Y}^k$ satisfy the initial conditions (42) of Eq. (11)-(12), then $\delta^k = (\delta^k, \ldots, \delta^k)$ and $\rho^k = (\rho^k, \ldots, \rho^k)$ are feasible solutions to the problem (43).

**Theorem 2** Let $\delta^{k*}$ and $\rho^{k*}$ are the optimal solutions of the problem (42). Then, for every $w \in \mathbb{R}^{n+m} \geq 0$, $J^k_{LSS} \leq J^k_{LSS} \leq J^k_{H}, k = 1, \ldots, z$.

**Proof** To determine the approximate solutions $\tilde{X}^k$ and $\tilde{Y}^k$, $k = 1, \ldots, z$, first, $\hat{X}^k$, $\hat{Y}^k$, $(SD)^k_i$ and $(SA)^k_j$ are obtained. According to Lemma 1, it is clear that $J^k_{LSS} \leq J^k_{H}$. Then, by modifying the coefficients of the homotopy series by LSRHPM, the approximate solutions $\tilde{X}^k$ and $\tilde{Y}^k$ are obtained.
and $\widetilde{y}^k$ are determine in order to satisfy the initial condition (42).

According to Theorem 1, we have $J_{LS}^{k^*} \leq J_u^{k^*}$. But, $\widetilde{x}_i^k(t)_{|t^*} = \alpha_i^k \widetilde{x}_i^k, i = 1, \ldots, n$ and $\widetilde{y}_j^k(t)_{|t^*} = \beta_j^k \widetilde{y}_j^k, j = 1, \ldots, m$. So, there exist $\alpha_i^k = (a_i^{k_1}, \ldots, a_i^{k_m}), i = 1, \ldots, n,$ and $b_j^k = (b_j^{k_1}, \ldots, b_j^{k_m}), j = 1, \ldots, m$. Therefore the vectors $\alpha^k = (a_i^{k_1}, \ldots, a_i^{k_m})$ and $b^k = (b_j^{k_1}, \ldots, b_j^{k_m})$ are feasible solutions to the problem (43).

Using the IPM guarantees a decrease in the performance criteria (43). Hence, $J_{LS}^{k^*} \leq J_{LS}^{k^*}$ and the theorem is proved.

VI. EXAMPLES AND APPLICATION

In this section, the ability and efficiency of the proposed methods are demonstrated to solve DAEs and their applications are investigated in optimal control problems (OCPs), through some numerical examples.

Example 1 Consider the following nonlinear initial value DAEs [18]:

\[
\begin{align*}
\dot{y} &= y - zx + g_1(t) \\
\dot{z} &= tx + y^2 + g_2(t) \\
0 &= y - x + g_3(t), \\
x(0) &= y(0) = z(0)
\end{align*}
\] (48)

where $g_1(t) = \sin(t) + t\cos(t)$, $g_2(t) = t(\cos(t) - \sin(t))$, and $g_3(t) = \sec^2(t) - t^2(\cos(t) + \sin^2(t))$. The exact solutions to this problem are $x(t) = t\cos(t)$, $y(t) = t\sin(t)$, and $z(t) = \tan(t)$. In [18], the approximate solutions of the problem (48) are computed using the HPM, with $s = 8$ and Taylor series expansion with $\nu = 9$, as:

\[
x(t) \approx \hat{x}(t) = \frac{1}{2}t^3 + \frac{1}{24}t^5 - \frac{1}{15}t^6 - \frac{5}{144}t^7 + \frac{323}{20160}t^8 + \ldots
\] (49)

\[
y(t) \approx \hat{y}(t) = t^2 - \frac{1}{12}t^4 + \frac{1}{205}\frac{1}{120}t^6 - \frac{2}{105}t^7 - \frac{1159}{20160}t^9 + \frac{443}{25920}t^{10} + \ldots
\] (50)

We want to investigate and compare the approximate solutions of problem (48) by the HPM and the proposed methods on an arbitrary long time interval, for instance $[0,1.5]$.

Fig.1 shows the exact solutions, the approximate solutions 49-51, and the absolute errors $|x(t) - \hat{x}(t)|$, $|y(t) - \hat{y}(t)|$ and $|z(t) - \hat{z}(t)|$. As can be seen in Fig. 1, the HPM provides suitable approximate solutions only for small time intervals $[0,1]$. Over that interval, the approximate solutions are far from the exact solutions.

To apply the proposed methods, by choosing the time step $\Delta = 0.1$, let’s divide the interval $[0,1.5]$ into 15 subintervals, $I_k = [t_{k-1}, t_k], k = 1, \ldots, 15$. After that the HPM is applied on each subinterval with $s = 2$ and the Taylor series expansion with $\nu = 2$. Then, the approximate solutions by LSHPM and LSSHPM:

\[
x(t) \approx \check{x}(t) = x_0(t) + x_1(t)
\] (52)

\[
y(t) \approx \check{y}(t) = y_0(t) + y_1(t)
\] (53)

\[
z(t) \approx \check{z}(t) = z_0(t) + z_1(t)
\] (54)

\[
\check{g}_1(t) = \sum_{i=0}^{2} \frac{1}{i!}(\sin(t_0) + t_0 \cos(t_0))^{(i)}(t - t_0)
\] (55)

\[
\check{g}_2(t) = \sum_{i=0}^{2} \frac{1}{i!}(\sec^2(t_0) - t_0^2(\cos(t_0) + \sin^2(t_0)))^{(i)}(t - t_0)
\] (56)

\[
\check{g}_3(t) = \sum_{i=0}^{2} \frac{1}{i!}(t_0(\cos(t_0) + \sin(t_0)))^{(i)}(t - t_0)
\] (57)
1. RHPM
The approximate solutions of example 1 on the interval $[0,1.5]$ by RHPM are:

$$
\begin{align*}
\hat{x}(t) &= -t^2 + t & \text{on} [0,0.1] \\
\hat{y}(t) &= t^2 \\
\hat{z}(t) &= t
\end{align*}
$$

(58)

$$
\begin{align*}
\hat{x}(t) &= -1.1396r^2 + 1.0136r + 0.0096 \\
\hat{y}(t) &= -0.0665r^3 + 1.0100r^2 - 0.0003r - 0.0001 \quad \text{on} [0.1,0.2]
\end{align*}
$$

(59)

$$
\begin{align*}
\hat{x}(t) &= -0.5846r^2 - 0.7962r + 2.6678 \\
\hat{y}(t) &= -0.5324r^3 + 1.7162r^2 - 0.3409r + 0.1234 \quad \text{on} [1.4,1.5]
\end{align*}
$$

(60)

2. LSRHPM
The optimal coefficients and the approximate solutions by this method are:

$$
\begin{align*}
\left( \alpha', \beta' \right) &= (1.00001.06261.00001.00421.00001.0033) \\
\hat{x}(t) &= -1.0626tr^2 + 1.0626r \\
\hat{y}(t) &= 1.0042r^2 \\
\hat{z}(t) &= 1.0033r
\end{align*}
$$

(61)

$$
\begin{align*}
\left( \alpha', \beta' \right) &= (0.94001.46031.00000.99851.00001.0090) \\
\hat{x}(t) &= -1.6641r^2 + 1.4801r - 0.0357 \\
\hat{y}(t) &= -0.0664r^3 + 1.0085r^2 - 0.0002r \\
\hat{z}(t) &= 0.0037r^3 + 0.0475r^2 + 1.0092r - 0.001
\end{align*}
$$

(62)

$$
\begin{align*}
\left( \alpha', \beta' \right) &= (0.97320.49361.00000.98361.00001.0013) \\
\hat{x}(t) &= -0.2885r^2 - 0.3930r + 1.3588 \\
\hat{y}(t) &= -0.5236r^3 + 1.6880r^2 - 0.4240r + 0.1198 \\
\hat{z}(t) &= 1177.6r^3 - 4745.7r^2 + 6398.6r - 2882
\end{align*}
$$

(63)

3. LSSRHPM
The sets $\varphi_1 = \{\varphi_{11}, \ldots, \varphi_{n_1}\}$, $\varphi_2 = \{\varphi_{21}, \ldots, \varphi_{n_2}\}$ and $\varphi_3 = \{\varphi_{31}, \ldots, \varphi_{n_3}\}$ are respectively the span sets of the approximate solutions $\hat{x}, \hat{y}$ and $\hat{z}$ obtained by HPM.

In each subinterval $I_k, k = 1, \ldots, z$ the span set, the optimal coefficients and the approximate solutions are:

$$
\begin{align*}
\varphi_k &= \{1.t.t\}, \phi_k = \{1.t.t\}, \varphi_k = \{1.t.t\} \\
(\delta', \rho') &= (-0.0663,1.0001,0,0.0003,0,0.0001,0,0.0005) \quad \text{on} [0,0.1] \\
\hat{x} &= -0.0663r^2 + 1.0097r^2 - 0.0005r + 0.0001 \\
\hat{y} &= -0.0663r^2 + 1.0097r^2 - 0.0005r + 0.0001 \\
\hat{z} &= 0.0459r^3 + 0.1369r^2 + 0.9794r + 0.0001
\end{align*}
$$

(64)

$$
\begin{align*}
(\delta', \rho') &= (-0.0234,1.3071,-0.0585,0,0.0003,0,0.0005,1.0097,-0.0663,0.001,0.9794,0.1369,0.045) \quad \text{on} [0,0.1] \\
\hat{x} &= -0.0585r^2 + 1.3071r - 0.0234 \\
\hat{y} &= -0.0663r^2 + 1.0097r^2 - 0.0005r + 0.0001 \\
\hat{z} &= 0.0459r^3 + 0.1369r^2 + 0.9794r + 0.0001
\end{align*}
$$

(65)

$$
\begin{align*}
(\delta', \rho') &= (1.8288,-1.0944,-0.031136,0,0.050071,-0.39471,1.7107,-0.53282,-2877.6,6389.9,-4740.1,1176.4) \quad \text{on} [1.4,1.5] \\
\hat{x} &= -0.031136r^2 - 1.0944r + 1.8288 \\
\hat{y} &= -0.53282r^2 + 1.7107r^2 - 0.39471r + 0.050071 \\
\hat{z} &= 1176.4r^2 - 4740.1r^2 + 6389.9r - 2877.6
\end{align*}
$$

(66)

Fig. 2 demonstrates the exact and the approximate solutions of problem (48) on the interval $[0,1.5]$ by RHPM, LSRHPM and LSSRHPM and their absolute errors. Comparison of Fig. 2 demonstrates the exact and the approximate solutions of problem (48) on the interval $[0,1.5]$ by RHPM, LSRHPM and LSSRHPM and their absolute errors.
Figs. (1) and (2) reveals that the accuracy of the proposed methods significantly improves compare to the HPM.

In Table I, the absolute errors are given for the approximate solutions obtained by the three proposed methods in the time points $t_i$, $i = 0, 1, \ldots, 15$. In Table II, a comparison of the sum of the absolute errors is given for the approximate solutions of this example by HPM, RHPM, LSRHMP, and LSSRHPM. As a result, the following relation is observed in the time points $t_i$, $i = 0, 1, \ldots, 15$:

$$J^k_{\text{H}} - J^k_{\text{LSS}} \leq J^k_{\text{LS}} \leq J^k_{\text{H}}.$$

The results show LSSRHPM provides the most accurate solutions.

It is also important to notice that the degree of homotopy solution of HPM is 8 while it is 2 for all proposed methods. In Table III, the sum of the mean squared residual errors in each subinterval by HPM, RHPM, LSRHMP, and LSSRHPM. It shows that in each subinterval $I_k$, $k = 1, \ldots, z$, $J^k_{\text{LSS}} \leq J^k_{\text{LS}} \leq J^k_{\text{H}}$.

One of the important parameters in all proposed methods is the length of the subintervals, $\Delta$. To study the effect of this parameter on the accuracy of the approximate solutions, the problem is also solved by the proposed methods with $\Delta = 0.05$. The results are given in Tables IV and V and Fig. 3. The comparison of Figs. 2 and 3 show that the accuracy of the approximate solutions can be increased by reducing the length of the subintervals.
The optimal Hamiltonian function will be

$$H(x,u,t) = -x(t)^2 + rac{1}{2}u(t)^2 + \lambda(t)(-x(t) + u(t))$$

(69)

The optimal solutions should satisfy the following differential-algebraic equations with boundary conditions:

$$\begin{align*}
\dot{x}(t) &= -x(t) + u(t) \\
\lambda(t) &= \lambda(t) - x(t)
\end{align*}$$

(70)

The system is DAEs with a two-point boundary value conditions. To solve this, let's first consider $\lambda(0) = \alpha$, which will be determined after solving (70).

The exact solutions are:

$$x(t) = \frac{\sqrt{2} \cosh(\sqrt{2}(t-1)) - \sinh(\sqrt{2}(t-1))}{\sqrt{2} \cosh(\sqrt{2}) + \sinh(\sqrt{2})}$$

and

$$\lambda(t) = -\frac{\sinh(\sqrt{2}(t-1))}{\sqrt{2} \cosh(\sqrt{2}) + \sinh(\sqrt{2})}$$

Example 2 In the optimal control problems, the dynamic of the actual process is introduced as a system of differential equations, as well as algebraic equations which are the constraints and the boundary conditions. The objective of solving OCP is to find the control function and the corresponding state function which minimize some objective function. As a result, we have a differential optimization problem. One of the methods to solve this problem is the indirect method, which forms the necessary and sufficient optimality conditions by the calculus of variations and the Pontryagin's Minimum Principle (PMP). These conditions are differential-algebraic equations with boundary conditions.

Consider the following single input single output time-invariant linear quadratic problem [33]:
Fig. 4: Exact and approximate solutions by HPM, LSHPM and LSSHPM of example 2, with $s = 4$.

Table VI. Comparison of absolute errors, the sum of absolute errors, objective functional value, the absolute error of $J$ and sum of squared residual errors by HPM, LSHPM and LSSHPM with $s = 4$ of example 2.

<table>
<thead>
<tr>
<th>$t$</th>
<th>HPM</th>
<th>LSHPM</th>
<th>LSSHPM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>x(t) - x(t)</td>
<td>$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>3.3618e-7</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0014391</td>
<td>0.00086205</td>
<td>0.00030752</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0031267</td>
<td>0.00047876</td>
<td>0.00019169</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0056274</td>
<td>0.00052939</td>
<td>0.00005561</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0098109</td>
<td>0.00090510</td>
<td>0.00002517</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0168130</td>
<td>0.0010696</td>
<td>0.00003103</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0280010</td>
<td>0.00073509</td>
<td>0.00021888</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0449480</td>
<td>0.00053526</td>
<td>0.00002704</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0694060</td>
<td>0.00064386</td>
<td>0.00016785</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1032800</td>
<td>0.00086729</td>
<td>0.0002335</td>
</tr>
<tr>
<td>1</td>
<td>0.1486400</td>
<td>5.5511e-17</td>
<td>0.000014659</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sum absolute errors</th>
<th>0.6093563</th>
<th>0.007701532</th>
<th>0.00768858533</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>0.184634921</td>
<td>0.192933614</td>
<td>0.19293301</td>
</tr>
<tr>
<td>$</td>
<td>x - J</td>
<td>$</td>
<td>0.0082743771</td>
</tr>
<tr>
<td>$J(sum residual errors)$</td>
<td>0.07365079</td>
<td>0.0004884328</td>
<td>0.0004883993</td>
</tr>
</tbody>
</table>

The optimal value of the objective functional (68) is $J^* = 0.1929092981$.

In this example, it is shown that we can improve the accuracy of the approximate solutions obtained by HPM by applying LSHPM and LSSHPM. The approximate solutions resulted from HPM, LSHPM, and LSSHPM with $s = 4$ are shown in the following and in Fig. 4.

1- HPM:

$$\hat{x}(t) = -0.4666667t^3 + t^2 - 1.4t + 1$$
$$\hat{\lambda}(t) = -0.2t^3 + 0.4t^2 - 0.6t + 0.4$$

2- LSHPM:

$$\tilde{x}(t) = -0.2299041t^3 + 0.8791291t^2 - 1.367269t + 1$$
$$\tilde{\lambda}(t) = -0.1222263t^3 + 0.3441249t^2 - 0.6077029t + 0.3858189$$

3- LSSHPM:

$$\tilde{x}(t) = -0.2298962t^3 + 0.8791065t^2 - 1.367263t + 1$$
$$\tilde{\lambda}(t) = -0.122243t^3 + 0.3441269t^2 - 0.6076968t + 0.3858198$$
The absolute errors of the obtained solutions by HPM, LSHPM, and LSSHPM using equal weight for the variables $x, \lambda$ in the arbitrary points $t_0 = 0, t_1 = 0.1, ..., t_{10} = 1$ are calculated and the following relation is observed between the sum of the absolute errors by the three methods:

$$\sum_{i=0}^{10} \left( |x(t_i) - \tilde{x}(t_i)| + |\lambda(t_i) - \tilde{\lambda}(t_i)| \right) <$$

$$\sum_{i=0}^{10} \left( |\hat{x}(t_i) - \tilde{x}(t_i)| + |\hat{\lambda}(t_i) - \tilde{\lambda}(t_i)| \right) <$$

$$\sum_{i=0}^{10} \left( |x(t_i) - \tilde{x}(t_i)| + |\lambda(t_i) - \tilde{\lambda}(t_i)| \right)$$

To study the effect of the number of the terms in the homotopy series on the accuracy of the approximate solutions, the problem is also solved by the proposed methods with $s = 3$ and the results are provided in Table VII and Fig.5. The comparison between Figs.4 and 5 show that the accuracy of the approximate solutions can be increased by increasing the number of terms $s$.

**Example 3** Consider the following multiple-input multiple-output continuous time-varying system:

$$\dot{x}(t) = f(x,u,t) = \begin{bmatrix} 0.25 \sin(t) + 0.5 & 0 \\ 0 & -0.25 \sin(2t) - 0.5 \end{bmatrix} x(t) + \begin{bmatrix} 0.5 \\ 0 \end{bmatrix} u(t)$$

$$y(t) = \begin{bmatrix} 1 & 0 \\ -1 & -1 \end{bmatrix} x(t)$$

with the initial states $x^T(0) = [0, 1]$, its initial corresponding output $y^T(0) = [0, -1]$ and the reference signal $y^T_{\text{ref}} = [1, 1]$. To track the reference signal by outputs, define the objective functional as follows:

$$J = \frac{\lambda}{T_0} \int_{t_0}^{T} \frac{\left\| y(t) - y_{\text{ref}}(t) \right\|^2}{H_1} + \frac{\left\| u(t) \right\|^2}{H_2} dt$$

(74)

According to the optimal control theory, the optimal solutions should satisfy the following differential-algebraic equations with boundary conditions:
\[
\dot{x}_1(t) = (0.25 \sin t + 0.5)x_1(t) + 0.5 \left( \frac{-0.5}{2R} \lambda_i(t) \right) \\
\dot{x}_2(t) = (-0.25 \sin 2t - 0.5)x_2(t) + (2 + \sin t) \left( \frac{-2 + \sin t}{2R} \lambda_i(t) \right) \\
\dot{\lambda}_i(t) = -2Q_1 \left( x_1(t) - y_{1,ref}(t) \right) + 2Q_2 \left( x_2(t) - x_2(t) - y_{2,ref}(t) \right) \\
\dot{x}_2(t) = 2Q_1 \left( -x_1(t) - x_2(t) - y_{2,ref}(t) \right) + 0.25 \sin 2t \lambda_2(t) + 0.5 \lambda_i(t) \\
u_1 = \frac{-0.5}{2R} \lambda_i(t) \\
u_2 = \frac{-2 + \sin t}{2R} \lambda_i(t) \\
x(t_0) = x_0 \\
\frac{\partial h}{\partial x_1 \mid_{t_0}} = 2H_1 \left( x_1(t) - y_{1,ref}(t) \right) - 2H_2 \left( x_1(t) - x_2(t) - y_{2,ref}(t) \right) - \lambda_i(t) = 0 \\
\frac{\partial h}{\partial x_2 \mid_{t_0}} = -2H_1 \left( x_1(t) - x_2(t) - y_{2,ref}(t) \right) - \lambda_i(t) = 0
\]

Since we do not have the initial values of the costates \( \lambda_i(t_0) \) and \( \lambda_2(t_0) \), first, consider them as unknowns \( \lambda_i(t_0) = \alpha_i \) and \( \lambda_2(t_0) = \alpha_2 \), which are finally calculated according to the boundary conditions. The results by RHPM and LSRHPM with \( \Delta = 0.2 \), \( s = 2 \) and \( v = 2 \) are shown in Fig. 6. From the results, it can be seen that the obtained outputs by LSRHPM track the reference signal better than outputs by RHPM. It should be noted that the system response oscillations are due to the time-varying nature of the system itself.

VII. CONCLUSIONS

The motivation of this paper is to extend the semi-analytic homotopy perturbation method (HPM) to solve DAEs for large time intervals and to improve the accuracy of the approximate solutions. Therefore, the new modifications named the Repetitive Homotopy Perturbation Method, the Least Square Repetitive Homotopy Perturbation Method, and the Least Square Span Repetitive Homotopy Perturbation Method are proposed. These techniques were tested on the nonlinear DAEs and the optimal control problems. The results confirm better approximation, especially for long time intervals, while the order of the homotopy solution can be smaller. The effect of the selection of the order of homotopy series \( s \) and the subinterval length \( \Delta \) on the accuracy of the approximate solutions was observed. This shows that the accuracy will be improved when the \( s \) increases or \( \Delta \) decreases. Furthermore, compared to the HPM, only a small number of series terms are needed to obtain satisfactory solutions in the proposed methods.
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