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 In this paper, a novel optimal control design method by discontinuous quadratic Lyapunov function and continuous 

quadratic Lyapunov function for 2-dimensional piecewise affine systems via semi-definite programming with LMI 

constraints is proposed. At the first, an upper bound for a quadratic cost function for a stable closed-system is obtained. 

Then after, considering a state-feedback control approach, not only sufficient conditions for the stability of the 

closed-loop system but also the upper bound of the cost function are obtained. The optimization problem is formulated as 

a semi-definite programming with bilinear constraints (BMI). Some variables in BMIs are searched by genetic algorithm, 

so the bilinear constraints are converted to linear constraints and the controller coefficients are calculated. The 

effectiveness of the proposed method is verified by numerical examples. 
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I.INTRODUCTION 

 Hybrid systems are dynamical systems with continuous-time 

dynamics and discrete events. These systems are applied for 

modeling various real-world applications. Piecewise affine 

(PWA) systems are a subset of hybrid systems and their 

equivalence with some other classes of the hybrid systems are 

shown in [1]. As we know, many of nonlinearities such as 

saturation are either inherently modeled in the form of PWA 

systems or approximated as a PWA system [2]. Accordingly, 

the class of PWA systems is an important tool as well as a 

starting point for modeling and analysis of nonlinear systems. 

These systems are defined by partitioning the state-space into 

a finite number of polyhedral regions and associating a 

different affine dynamic model to each region. Power 

electronics, process control and a wide range of nonlinear 

systems in engineering are some of the attractive applications 

of PWA systems in recent years, for instance, see, [3-5] The 

excellence advantage of PWA systems is that the stability and 

performance analysis of such systems can be formulated as a 

convex problem which is easily solved by numerical methods. 

Controllability and observability of PWA systems discussed 

in [6]. In[7] , stability analysis is expressed in the form of 

linear matrix inequalities (LMIs). In control theory, different 

approaches are proposed to define the optimal control law. 

Different algorithms for optimal control of continuous-time 

hybrid systems are compared in [8]. The necessary conditions 

for optimal control law in hybrid systems using dynamic 

programming and maximum principle can be found in [9]. To 

approximate optimal control law, [10] uses dynamic convex 

programming. Recently, 
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writers investigated the stabilization problem of an 

autonomous linear time invariant switch systems [11] ,  [12] 

discusses the optimal control of hybrid systems in a 

finite-time interval and gives the necessary conditions for 

optimization using the maximum principle, designing 

controller for wireless sensor networks by Linear Matrix 

Inequality are given in [13] .In [14-16] optimal control 

schemes of switched systems are reported, moreover, [17-19] 

study the problem of optimal control in switched affine 

systems. One of the most challenging issues over recent years 

was controller design and synthesis for PWA systems. 

Quadratic control and calculation of L�  gain for these 

systems are introduced in [20] and [21],respectively. The 

reference [22] has discussed the issue of linear quadratic 

regulator (LQR) of finite-time for PWA systems using the 

measure theory. The optimal control for sampled-data PWA 

systems is studied in [23] .For discrete-time PWA systems, an 

optimal controller is designed in [24]. In [25], the author 

proposes some theorems on calculation of upper limits 

regarding optimal control for PWA systems, however no 

controller is designed. The issue of optimal control for PWA 

systems with uncertainty using output-feedback is studied in 

[26] and then based on numerical algorithms the controller is 

obtained by solving a series of LMIs. However, there is not 

much research done in the field of PWA systems optimal 

control and the majority of the studies are related to [27] 

programming, optimal control approaches for linear time 

invariant and time variant systems are reported in [28] and 

[29], respectively. In [30], nonlinear predictor feedback for 

input-affine systems with distributed input delays is 

considered. In [31], stabilizing switching laws for mixed 

switched affine systems is designed. Optimal LQ-type 

switched control design for a class of linear systems with 

piecewise constant inputs is introduced in [32]. On the other 

hand, optimal hybrid perimeter and switching control schemes 

for urban traffic networks is suggested in . Control of 

piecewise affine networked control system is referred in [33]. 

In [34] piecewise affine system identification of a hydraulic 

wind power transfer system is reported and in [35] switching 

rule design for affine switched systems with guaranteed cost 

and uncertain equilibrium condition is well established. 

In this paper, assuming state feedback control, the upper 

bound for the related linear quadratic regulator cost function 

is calculated and the optimal controller design problem based 

on discontinuous quadratic Lyapunov function and continuous 

quadratic Lyapunov which leads to solving a semi-definite 

programming problem with bilinear constraint is converted 

into a semi-definite programming problem with linear 

constraints using genetic algorithm (GA).  

The rest of this paper is organized as follows. In Section II 

necessary definitions and backgrounds are given. Stability 

analysis based on discontinuous quadratic Lyapunov function 

and continuous quadratic Lyapunov is presented in section III. 

The upper bound for the related cost function is calculated in 

section IV. The optimal controller design and numerical 

examples are described in sections V and VI, respectively. 

Finally, conclusions are reported in section VII. 

We have designed optimal control problem for piecewise 

affine systems based on discontinuous quadratic Lyapunov 

function previously in [36] . In this paper we design optimal 

control based on discontinuous quadratic Lyapunov function 

and continuous quadratic Lyapunov and compare these 

optimal controller. 

II. Definitions 
In this section, necessary definitions and backgrounds for 

studying the next sections are described.  

Linear matrix inequality (LMI) 

 Linear matrix inequality is defined as follows [37] 

 

�� + ���� + ⋯ .+�� �� ≥ 0 (1) 

 

In which xϵR�  are the problem variables and matrices 

 �� = ��
�are matrices related to the problem. The inequality 

sign is denoted as positive semi-definite when � ≥ 0  the 

matrix is and when � > 0   the matrix is a positive definite. 

Inner product 

We show the space of all n × n  real matrices using �� . This 

space is equipped with an inner product in form of: [38] 

 

< � < � > ��= ��(���)= � ������
�

�����
 (2) 

Semi-definite programming 

The purpose of solving the semi-definite programming 

problem is to minimize the inner product 	

< �,� >= ��(�,�) so that both C and X matrices are 

symmetric n × n   matrices, with C being the fixed matrix 

and X the variable. Tr rep	resents the sum of the diagonal 

elements of the matrix. The problem’s constraints are divided 

into two categories; the first one is linear constraints in form 

of [38] 

��(���)=��	�= 1,2,3,… ,�  
(3) 

In whi�ℎ	�� are symmetric matrices and ��	are scalars. The 

second category of constraints is convex and non-linear 

constraints like X≥ 0 . With this background discussed, now 

we can define the semi-definite programming problem as: 

(�):�∗ = inf{��(��):��(���)= ��	,� ≥ 0} (4) 

 
The dual of the above problem is defined as: 

(�):�∗ = sup	����:� ����

�

���

+ � = �,� ≥ 0,� ∈ �� � (5) 
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Piecewise affine (PWA) systems 

The mathematical description of PWA class system in 

general is [25] 

�
ẋ = a�+ A�x+ B�u
y = c�+ C�x+ D�u

								for	xϵX� (6) 

 

In which X�  are the corresponding regions and their 

collection is partitioned by the state space.  

X�= {xϵR�,E�x ≥ e�}	iϵI	 
(7) 

 

In (7) E� and e� are respectively a matrix and a vector, with 
constant value and appropriate size. 
It’s worth noting that if B� = 0 , the system (6) turns into a 
piecewise linear system as follows: 

�̇ = ��+ ���						for	����		 
(8) 

 

III. Stability Analysis 

Stability of a system has a variety of definitions. In this paper, 

we call a system stable if it has global Lyapunov stability. 

The methods we use in order to evaluate the stability are 

discontinuous piecewise quadratic Lyapunov function [39] 

and continuous piecewise quadratic Lyapunov function[7]. 

For this, first we discuss the necessary background: 

Suppose the PWA system defined in the previous section, is 

continuous in its boundary, so for ����∩ � � we have: [39] 

��� + ��=��� + �� (9) 

If region X is partitioned as polyhedron in this case; each 

sub-region can be described as equation (10)  

��={x���:��� ≥ ��},��Ι (10) 

Where �� and �� are respectively a matrix and a vector, 
with constant value and appropriate size. A parametric 

description of the boundary between two regions �� and 

��where in ��∩ �� ≠ ∅ , can be described as 

��∩ �� ⊆ {x�� = ����+ ���,���} (11) 

��∩ �� ⊆ {x�� =̅ ����̅,�̅ = �
�
1
�,���} (12) 

�� = [��					− ��] 
(13) 

���= �
��� ���
0 1

� (14) 

In this relation if ���≠ 0  the border is a part of a line and if 

���= 0  the border is a point. To be more specific, you can 

refer [38].  
For the two adjacent regions ��and��, we assume that ���≠ 0  

(the border is part of a line) one can define vector ���=

[���		���] and hyper plane line as ���= �������̅= 0�. which 

���, is the normal vector of ��� (perpendicular to ���), with the 

direction from  �� to ��, so that ��� ∩ ��� ⊆ ��� is satisfied. 

According to what was said, now we can propose the theorem 

regarding the stability of PWA systems. Consider the resulting 
Lyapunov function as the following relation: 

�(�)= ��(�)= �̅���,��� = ���
����×� (15) 

����,����
�,����

�×���� = �
�� ��
��

� ��
� 

 

(16) 

 
Theorem1: [39] 

Suppose ���  and ��
���  are unknown matrices with 

non-negative elements and appropriate dimensions and 

(k=1,2) 	��������	 are unknown vectors with appropriate 

dimensions and non-negative elements and (i∈I) ���  ϵR�×�  is 

a symmetric matrix, then define the following variables : 

���
����	= E��

�
ω�������C�����A�

� + E��
�
ω�������C�����A�

�  

�� = ��
�
���� 

(17) 

 

If there is a choice between ��� and ���  and ��
���  matrices 

and (k=1,2) ���
����		�  vectors that satisfy the following 

restrictions, then for system defined by equation (8) all the 

trajectory starting at X will exponentially converge to origin. 

��� 		= �
p� 0
0 o

� > 0���	��I� (18) 

���
�		− ��� 	> 0	���	��I� i∉ I� (19) 

(I�	0)(��		− ��	)�
I�
0
� > 0					∀�∈ I� (20) 

��
�
��		+����+ M�

��� < 0			∀�∈ �,�∉ I� (21) 

(I�	0)���
�
��		+ ����+ ����

I�
0
� < 0									∀�∈ I� (22) 

F�����
�
�P�� − P���F����� = F�����

�
�H��
���� + H��

������F�����∀i∈ I,j

∈ N�,where	F��≠ 0		 
(23) 

Where N�= {k ∈ I,k ≠ i,X��⋂X�� ≠ ∅} (24) 

 

Theorem2:[7] 

Consider symmetric matrices � and �� and �� such that 

�� and ��  have nonnegative entries, while  

�� = ��
����,���� 

��� = ���
�����,���� 

(25) 

Satisfy  

�
0 > ��

���+ ����+ ��
�����	����

		0 < ��− ��
�����

 (26) 

�
0 > ��̅

���		+ ����+ ���
������	����

		0 < ���− ���
������

 (27) 

Then every continuous piecewise  ��  trajectory �(�) 

satisfying (8) for � > 0  ,tends to zero exponentially. 
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IV. CALCULATING UPPER BOUND  

Theorem 3: [25] 

For the system (8) if the conditions of theorem (1) are met 

and the inequality is established, then the upper bound for 

cost function j = ∫ x(t)�Q�
�

�
x(t)dt Q�> 0  is calculated: 

i∈ I�	P�A�+ A�
�P�+ Q�+ E�

���E�< 0 (28) 

i∈ I�		����+ ��
�
��+ ��+ ��

�
��	�� < 0 (29) 

Proof: This proof is given from [25]. Suppose that i ∈ I� we 

prove theorem for i ∈ I� , another proof is the same. By 

multiplying the said inequality by X from left and right and 

removing of non-negative terms. Then we take the integral of 

the expression that we desire in the interval[0,∞]: 

x������x� + x����
�
��x� + x����x� + x����

�
��	��� < 0			  

x����x�̇ + x�̇���x� + x���
�
x� + x����

�
��	��� < 0  

d

dt
�x����x�� + x����x� + x����

�
��	��� < 0 

 

(x����
�
��	���)≥ 0⟹  

d

dt
�x����x�� + x����x� ≤ 0 

 

� [
d

dt
�x����x�� + x����x�]

�

�

dt ≤ 0 
 

�x�������
∞
0
+ j ≤ 0  

0 − x(0)����������x(0)������ + j ≤ 0  

j ≤ x(0)����������x(0)������ 

E(j)≤ E�tr����x�� x��
��� = � α�tr(�����)

�∈�

     
(30) 

L�= �
E(x�x�

�)x� ∈ X�,i∈ I�
E�x�� x��

��x� ∈ X�,i∈ I�
 (31) 

What is important for continuing this paper is (30) because 

we should use it for designing controller. 

You may notice in the above inequalities that all of them are 

a series of LMIs in relation to the variables P� and ���� 

Therefore, stability conditions for a closed-loop system are a 

series of LMIs in relation to P� and ����  and they are 

convex optimization problems that can be solved using 

numerical methods. Note that because the cost function is 

dependent on the initial point and this point is an unknown 

random variable, we assume that it has a uniform distribution, 

so the dependency is eliminated. Operator E expresses the 

expected value and α� represents the probability that x� 

belongs to area X�. Since we considered the initial state as a 

uniform random variable, therefore the probability of α� and 

the covariance matrix L� can be determined using the desired 

area’s information and the partitionX�. 

V.OPTIMAL CONTROL  

 

In this section we describe the optimal controller design 

issues for PWA systems using the state feedback. We assume 

that the designated system balance point is the initial point. 

Consider the system described with equations (6), in this case 

assume that state feedback controller is    u(t) = K�x(t). 

The closed-loop system takes the form below: 

�
ẋ = (A�+ B�K�)x(t)+ a�

		x(t�)= x0
 (32) 

We consider the cost function as: 

j(x�,u)= � [x(t)�Q�x(t)+ u(t)�R�u(t)]dt
�

�

 (33) 

With the consideration of the appropriate state feedback, the 
cost functions come in the form of: 

j(x�,u)= � [x(t)�(Q�+ K�
�R�K�)x(t)

�

�

]dt						 

 

(34) 

j(x�,u)

= � (x(t)�	1)�Q�+ K�
�R�K� 0

0 0
��x

(t)
1
�dt

�

�

 
(35) 

j(x�,u)= � x(t)������Q�
���

�

�

x(t)�����dt 
(36) 

Using the notations of equation (35), the equation (29) gives: 

x(t)�����̇ = �
A�+ B�K� a�

0 0
�x(t)����� 

 
(37) 

�� = �
A�+ B�K� a�

0 0
� ,x(t)����� = �

x(t)
1
� (38) 

By applying the mentioned changes in the form of the 

equations, theorem 3 for the system (37) is rewritten as: 

Theorem 4: 

For the system (37) with (assuming that the system is stable) 

if the equations (39-40) are met, then the upper bound for the 

equation (36) is obtained: 

i∈ I�	P�(A�+ B�K�)+ (A�+ B�K�)
�P�+ Q�

+ K�
�R�K�+ E�

���E�< 0 

(39) 

i∈ I�����+ ��
�
��+ ��+ ��

�
���� < 0 

 

(40) 

In this case we’ll have: j ≤ x(0)���������x(0)������ 

Proof: To prove this theorem in theorem 3, we convert A� to 

A�+ B �K�. Now we can merge theorems 1, theorem 2 and 

theorem 4 and generally express the result in terms of 

theorem 5 and theorem 6: 

Theorem 5: 

For the system defined by equations (37) if the following 

conditions are met, then the system for each respective 

system trajectory exponentially converges to the origin and  
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j ≤ x(0)���������x(0)������ 

i∈ I�				�� = �
p� 0
0 o

� > 0																						 (41) 

���− ��� > 0																											 (42) 

���
�
��+ ����+ ��� < 0				 (43) 

�� = �
A�+ B�K� 0

0 0
� (44) 

P�(A�+ B�K�)+ (A�+ B�K�)
�P�+ Q�+ K�

�R�K�

+ E�
���E� < 0 

(45) 

i∈ I�	��− �� > 0 (46) 

��
�
P��+����+ �� < 0 (47) 

����+ ��
�
��+ ��+ ��

�
��	�� < 0				 (48) 

�� = �
A�+ B�K� a�

0 0
� (49) 

for	x ∈ X�∩ X �	we	have 

���
�
���− ������= ���

�
����+ ���

�
����∀i∈ I,j

∈ N�,where	F�� ≠ 0 

(50) 

 

This theorem is based on discontinuous quadratic Lyapunov 

that is given in [39]. 

Theorem 6: 

For the system defined by equations (37) if the following 

conditions are met, then the system for each respective 

system trajectory exponentially converges to the origin and  

j ≤ x(0)���������x(0)������ 

⎩
⎪
⎨

⎪
⎧ 0 > ��

���+ ����+ ��
�����	����

		0 < ��− ��
�����

	P�(A�+ B�K�)+ (A�+ B�K�)
�P�+ Q�+ K�

�R�K�+

E�
���E�< 0

 (55) 

�

0 > ��̅
���		+ ����+ ���

������	����
		0 < ���− ���

������

����+ ��
�
��+ ��+ ��

�
���� < 0

 (56) 

This theorem is based on continuous quadratic Lyapunov that 

is given in [7]. 

Finally, for optimal control design, the coefficient K� must 

be calculated. To calculate these coefficients we consider a 

controller that minimizes the upper bound of the cost 

function∑ α�tr(���	��)�∈� . As we minimize the upper bound, 

the cost function will also be minimized; therefore, the desired 

optimization problem will actually lead to the design of the 

controller. In order to design optimal control we design 

optimal control based on theorem 5 and theorem 6 .we give 

these two optimal control in the form of optimization problem 

1 and optimization problem 2. 

Optimization problem 1(based on discontinuous quadratic 

Lyapunov function) 

min

�� α�tr(���	��)

�∈�

�

subject	to�
K�ϵK

(41)− (52)

 (57) 

Optimization problem 2(based on continuous quadratic 

Lyapunov function) 

min

�� α�tr(���	��)

�∈�

�

subject	to�
K�ϵK

(55)− (56)

 (58) 

 
As you can see, these two optimization problems are actually 
a semi-definite programming problem with LMI and BMI 
constraints such as (48) and (56) in fact they are two BMI 
problem, the references [32] use numerical V-K algorithms to 
solve problems with BMI constraints, but numerical 
algorithms V-K doesn’t have a good convergence and is 
trapped in local minimum. Note that our desired functions are 
not dependent on the variables K� and these variables can be 
seen in our objective function. Now if K� is given, then our 
optimization problems turn into a semi-definite programming 
problem. GA is a comprehensive solution for high 
dimensional problems. Suppose that the set K�, is the set of all 
acceptable controllers for the controller coefficients K�, if we 
find a way to calculate this coefficients, we have managed to 
design an optimal controller and the minimum value of cost 
function can be calculated. We have to calculate the 
controller coefficients using GA note that we don’t use GA 
for minimizing the cost function. In order to find these 
coefficients using the mentioned method, we ascribe each 
chromosome in GA to a corresponding controller 
coefficientK�. In which case, the non convex optimization 
problem turns into a semi-definite programming problem. 
Assuming that the controller coefficients K� are known, we 
can calculate the fitness function in each chromosome. 
If k is ascribed to each chromosome, then the fitness function 
will be defined as: 

Where N�= �k ∈ I,k ≠ i,��⋂�� ≠ ∅� (51) 

(A�+ B�K�)x(t)+ a�= �A� + B�K��x(t)+ a� 		⟹  

�
A�+ B�K� a�

0 0
��

x
1
� = �

A� + B�K� a�
0 0

��
x
1
� 

 

X�∩ X� ⊆ {x�x� = ���s̅,s̅ϵR,s̅= �
s
1
�}  

���=�
F�� f��
0 1

�⟹ 
 

�����= ����� (52) 

j ≤ x(0)����������x(0)������ ⇒  

E(j)≤ E�tr����x�� x��
��� = � α�tr(���

�∈�

��) (53) 

L�= �
E(x�x�

�)	x� ∈ X�,i∈ I�
E�x�� x��

��	x� ∈ X�,i∈ I�
 (54) 
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�������=
1

�̅
 (59) 

In which � ̅ is the minimum cost function and can be easily 
calculated using CVX toolbox. Note that if � ̅ corresponds to 
an infeasible chromosome, then the minimum value of the cost 
function will be infinite and its fitness function will be zero, 
this will stop the corresponding chromosome with impossible 
answer from generating next generation of children. 
The algorithm routine used for two optimization problems are 
summarized as follows: 
Step1: Initialize value of parameters related to the GA. 
(Specify the population size, percentage of crossover and 
percentage of mutation.) 
Step2: Calculate the fitness function specified by the equation 
(59) for each chromosome or solution. 
Step3: Using the calculated fitness function in step 2 and 
spinning the roulette wheel select one chromosome. Then, 
Use the given values such as percentage of crossover and 
percentage of mutation to complete crossover and mutation. 
Step4: If the algorithm termination conditions are met, extract 
the results, otherwise, go to step 1. 
GA is a efficient algorithm for searching the best solution. 
You can follow this subject in the reference [40] 
As you can see, in two optimization problems values α� and 

�� are unknown, in order to treat this ambiguity we presume 
that initial state �� belongs to all sub-regions ��with equal 
probability, therefore if n is the number of sub-regions, then 
two optimization problems takes the following form: 

		min
��

1

�
tr(���

�∈�

��)� (60) 

Note that for solving optimization problem 1, although �� 
exists in the optimization problem, it won’t affect the answer 

since E�x�� x��
��is fixed. Also, we can easily turn inequality 

constraints in the optimization problem to equality constraints. 
As an example, consider the following constraint: 

	��− �� > 0 (61) 

We suppose ��− � � = �	Therefore we can rewrite the 

corresponding constraint as: 

	��	− �� = ∅ 

 � > 0 
(62) 

As you can see, the number of K� controllers is equal to the 
number of GA’s chromosomes and we have one controller in 
each region, so if the number of regions is to be increased, the 
number of chromosomes will correspondingly increase and it 
won’t interfere with the solution process. Solving 
optimization problem 2 can be done with similar manner that 
used for optimization problem 1. 
We use two examples in order to establish the effectiveness 

of the proposed method in this paper. The parameter of GA 

for these examples are setting the percentage of crossover 65 

and the percentage of mutation 15. In addition, the population 

size is 1000. In these examples, the cost function for 

optimization problem 1 is �! and another one is ��  

 

VI.  NUMURICAL EXAMPLE 
Example 1 Consider System (6) with grade 2 and � = 1,2,3 

and the following matrices: 

A� = �
0 1
0 −0.1

�		,A� = �
0 1
1 −0.1

� 

,A� = �
0 1
0 −0.1

� 

(63) 

a� = −a� = �
0
−1

�,a� = �
0
0
�,B� = B� = ��

= �
1 0
0 1

� 
(64) 

X� = {x|x�ϵ[−2,−1]},X� = {x|x�ϵ[−1,1]},X�
= {�⌊���[1,2]} 

(65) 

Suppose that the initial state ��(0) is a random variable with 

uniform distribution in the interval[−2,2]. We assume the 

cost function as equation (30) and assume �� = 1  and�� = 1 . 

We consider the control coefficient in interval[−5,5]. 

 

Fig.1. Trajectory of  �� for various initial conditions 

 
Fig.2. Trajectory of  �� for various initial conditions 

It becomes clear that the origin is located in region �� and 
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the closed loop system is unstable. Matrices ��and �� and 

�� and �� and �� and �� are calculated as: 

�� = �
1 0
−1 0

�,�� = �
1 0
−1 0

�,�� = �
1 0
−1 0

�, 

�� = �
−2
1
�,�� = �

−1
−1

�,�� = �
1
−2

�

(66) 

Also, the parameters required to analyze the stability using 

theorem (1) are: 

��� = (1				0),��� = (1			0),��� = �
0
1
�,��� = �

0
1
� 

��� = (1);��� = (−1),��� = �
−1
0
�,��� = �

1
0
� 

(67) 

We have done simulation for optimization problem 1 and 

optimization problem 2. After the simulation, the appropriate 

control coefficients are obtained as follows. Also, the 

appropriate Lyapunov function for region X�  is 

demonstrated in figure (1): 

K� = (	0.6882					3.102) (68) 

K� = (−4.8810					− 3.3435) (69) 

K� = (−3.3782					− 3.3782) (70) 

�� = 0.1698 

�� = 1.9875 

 

 

Fig.3. Lyapunov function for region �� 

By comparing �� and  �� it is obvious that the optimization 

problem 1 is more efficient, this means that discontinuous 

quadratic lyapunov functions is better that continuous 

quadratic lyapunov function. 

Example 2 Consider System (6) with grade 2 and � = 1,2,3 

and the following matrices: 

A� = �
−1 0
−1 0

�		,A� = �
− 1 0.8
− 0.7 −2

�	,A�

= �
−1 0.8
−0.7 −2

� 

(71) 

a� = −a� = �
0
−1

�,a� = �
0
0
�,B� = B� = ��

= �
1 0
0 1

� 
(72) 

X� = {x|x�ϵ[−2,−1]},X� = {x|x�ϵ[−1,1]},X�
= {�⌊���[1,2]} 

 
(73) 

Suppose that the initial state ��(0) is a random variable with 

uniform distribution in the interval [−2,2]. We assume the 

cost function as equation (30) and assume �� = 1  and �� =

1. We consider the control coefficient in interval[−5,5]. 

 
Fig.4. Trajectory of  �� for various initial conditions 

 

 
Fig.5. Trajectory of  �� for various initial conditions 

It becomes clear that the origin is located in region �� and 

the closed loop system is unstable. Matrices �� and �� and 

�� and �� and �� and �� are calculated as: 

�� = �
1 0
−1 0

�,�� = �
1 0
−1 0

�,�� = �
1 0
−1 0

�, 

�� = �
−2
1
�,�� = �

−1
−1

�,�� = �
1
−2

� 

(74) 

Also, the parameters required to analyze the stability using 

theorem (1) are: 

0 20 40 60
0

0.5

1

1.5

2
x 10

-3

t(sec)

Trajectory of x
1
(t)

0 20 40 60
0

0.2

0.4

0.6

0.8

Trajectory of x
1
(t)

t(sec)

0 20 40 60
0

0.2

0.4

0.6

0.8

Trajectory of x
1
(t)

t(sec)

0 20 40 60
-0.8

-0.6

-0.4

-0.2

0

Trajectory of x
1
(t)

t(sec)

0 20 40 60
0

0.05

0.1

0.15

0.2

t(sec)

Trajectory of x
2
(t)

0 20 40 60
-1

-0.5

0

Trajectory of x
2
(t)

t(sec)

0 20 40 60
0

0.2

0.4

0.6

0.8

Trajectory of x
2
(t)

t(sec)

0 20 40 60
-0.8

-0.6

-0.4

-0.2

0

Trajectory of x
2
(t)

t(sec)



International Journal of Industrial Electronics, Control and Optimization .© 2020  IECO… 66 

 

��� = (1				0),��� = (1			0),��� = �
0
1
�,��� = �

0
1
� 

��� = (1);��� = (−1),��� = �
−1
0
�,��� = �

1
0
� 

(75) 

After the simulation, the appropriate control coefficients are 

obtained as follows. Also, the appropriate Lyapunov function 

for region X� is demonstrated in figure (4): 

K� = (	0.6882					− 2.2397) (76) 

K� = (1.5510					− 3.1029) (77) 

K� = (−3.5239					− 3.8100) 

�� = 0.0094 

�� = 1.1873 

(78) 

 

Fig.6. Lyapunov function for region �� 

 

VII.  CONCLUSIONS 
 

In this paper, a class of hybrid systems that are able to model 

a wide range of practical systems is introduced and after 

providing the mathematical description and stability 

conditions of PWA systems in the form of LMIs, the upper 

bound of the cost function is calculated. In fact, theorem4, 

theorem 5 and theorem 6 are the innovations of this article 

which prove that the problem of optimal control of PWA 

systems leads to BMI problem. Then, by minimizing the 

upper bound and using of GA and semi-definite programming, 

the controller coefficients are obtained. Note that we don’t 

use the GA for solving the optimization problem, in fact GA 

use for searching the acceptable solution. The importance of 

what is done lies in the fact that semi-definite programming is 

used to solve the optimization problem 1 and optimization 

problem 2 and this has less error than other methods. 

Considering the proposed method for optimal control is a 

comprehensive method, one can apply this method design 

optimal control for practical systems. In addition, in these 

two optimization problems because of the assumption of the 

continuity of the piecewise linear system, it lacks sliding 

mode which is a benefit of these design and makes these 

methods very suitable for designing optimal controllers for 

electronic power converters. In the end, we use two 

numerical examples to establish the effectiveness of the 

discussed methods. In two examples, simulation results show 

that optimization problem 1 that is based discontinuous 

quadratic lyapunov function is more efficient that one.  

REFERENCES 

 
[1] W. P. Heemels, B. De Schutter, and A. Bemporad, 

"Equivalence of hybrid dynamical models," Automatica, 
vol. 37, no. 7, pp. 1085-1091, 2001. 

[2] J.-N. Lin and R. Unbehauen, "Canonical piecewise-linear 
approximations," IEEE Transactions on Circuits and 
Systems I: Fundamental Theory and Applications, vol. 39, 
no. 8, pp. 697-699, 1992. 

[3] M. Senesky, G. Eirea, and T. J. Koo, "Hybrid modelling 
and control of power electronics," in International 
Workshop on Hybrid Systems: Computation and Control, 
2003, pp. 450-465: Springer. 

[4] P. D. Christofides and N. El-Farra, Control of nonlinear 
and hybrid process systems: Designs for uncertainty, 
constraints and time-delays. Springer Science & Business 
Media, 2005. 

[5] A. Bemporad, A. Garulli, S. Paoletti, and A. Vicino, "A 
bounded-error approach to piecewise affine system 
identification," IEEE Transactions on Automatic Control, 
vol. 50, no. 10, pp. 1567-1580, 2005. 

[6] A. Bemporad, G. Ferrari-Trecate, and M. Morari, 
"Observability and controllability of piecewise affine and 
hybrid systems," IEEE transactions on automatic control, 
vol. 45, no. 10, pp. 1864-1876, 2000. 

[7] M. Johansson and A. Rantzer, "Computation of piecewise 
quadratic Lyapunov functions for hybrid systems," in 1997 
European Control Conference (ECC), 1997, pp. 
2005-2010: IEEE. 

[8] M. S. Shaikh and P. E. Caines, "On trajectory optimization 
for hybrid systems: Theory and algorithms for fixed 
schedules," in Proceedings of the 41st IEEE Conference on 
Decision and Control, 2002., 2002, vol. 2, pp. 1997-1998: 
IEEE. 

[9] B. Piccoli, "Necessary conditions for hybrid optimization," 
in Proceedings of the 38th IEEE Conference on Decision 
and Control (Cat. No. 99CH36304), 1999, vol. 1, pp. 
410-415: IEEE. 

[10] S. Hedlund and A. Rantzer, "Convex dynamic 
programming for hybrid systems," IEEE Transactions on 
Automatic Control, vol. 47, no. 9, pp. 1536-1540, 2002. 

[11] G. Bidari, N. Pariz, and A. Karimpour, "Sufficient 
Conditions for Stabilization of Interval Uncertain LTI 
Switched Systems with Unstable Subsystems." 

[12] A. Rondepierre, "Piecewise affine systems controllability 
and hybrid optimal control," in ICINCO, 2005, pp. 
294-302: Citeseer. 

[13] S. S. S. Farahani and S. F. Derakhshan, "LMI-based 
Congestion Control Algorithms for a Delayed Network." 

[14] X. Xu and P. J. Antsaklis, "Results and perspectives on 
computational methods for optimal control of switched 
systems," in International Workshop on Hybrid Systems: 
Computation and Control, 2003, pp. 540-555: Springer. 

[15] S. C. Bengea and R. A. DeCarlo, "Optimal control of 
switching systems," automatica, vol. 41, no. 1, pp. 11-27, 
2005. 

[16] M. Baoti, F. J. Christophersen, and M. Morari, 
"Constrained optimal control of hybrid systems with a 
linear performance index," IEEE Transactions on 
Automatic Control, vol. 51, no. 12, pp. 1903-1919, 2006. 

[17] H. J. Lee, K. L. Teo, and A. E. Lim, "Sensor scheduling in 
continuous time," Automatica, vol. 37, no. 12, pp. 
2017-2023, 2001. 



International Journal of Industrial Electronics, Control and Optimization .© 2020  IECO… 67 

 

[18] A. Bemporad, A. R. Teel, and L. Zaccarian, "Anti-windup 
synthesis via sampled-data piecewise affine optimal 
control," Automatica, vol. 40, no. 4, pp. 549-562, 2004. 

[19] H. J. Lee, K. L. Teo, V. Rehbock, and L. S. Jennings, 
"Control parametrization enhancing technique for optimal 
discrete-valued control problems," Automatica, vol. 35, no. 
8, pp. 1401-1407, 1999. 

[20] S. P. Banks and S. A. Khathur, "Structure and control of 
piecewise-linear systems," International Journal of 
Control, vol. 50, no. 2, pp. 667-686, 1989. 

[21] A. J. Van Der Schaft, "L/sub 2/-gain analysis of nonlinear 
systems and nonlinear state-feedback h/sub 
infinity/control," IEEE transactions on automatic control, 
vol. 37, no. 6, pp. 770-784, 1992. 

[22] M. Claeys, D. Arzelier, D. Henrion, and J.-B. Lasserre, 
"Measures and LMI for impulsive optimal control with 
applications to space rendezvous problems," in 2012 
American Control Conference (ACC), 2012, pp. 161-166: 
IEEE. 

[23] J.-i. Imura, "Optimal control of sampled-data piecewise 
affine systems," Automatica, vol. 40, no. 4, pp. 661-669, 
2004. 

[24] S. V. Rakovic, E. C. Kerrigan, and D. Q. Mayne, "Optimal 
control of constrained piecewise affine systems with 
state-and input-dependent disturbances," in Proceedings of 
the 16th international symposium on mathematical theory 
of networks and systems, 2004: Katholieke Universiteit 
Leuven Belgium. 

[25] A. Rantzer and M. Johansson, "Piecewise linear quadratic 
optimal control," IEEE transactions on automatic control, 
vol. 45, no. 4, pp. 629-637, 2000. 

[26] J. Zhang and W. Tang, "Output feedback optimal 
guaranteed cost control of uncertain piecewise linear 
systems," International Journal of Robust and Nonlinear 
Control: IFAC�Affiliated Journal, vol. 19, no. 5, pp. 
569-590, 2009. 

[27] M. Hajiahmadi, J. Haddad, B. De Schutter, and N. 
Geroliminis, "Optimal hybrid perimeter and switching 
plans control for urban traffic networks," IEEE 
Transactions on Control Systems Technology, vol. 23, no. 
2, pp. 464-478, 2014. 

[28] N. Pellet, "A primal-dual semidefinite programming 
approach to stochastic linear quadratic control problems," 
2009. 

[29] V. Balakrishnan and L. Vandenberghe, "Semidefinite 
programming duality and linear time-invariant systems," 
IEEE Transactions on Automatic Control, vol. 48, no. 1, 
pp. 30-41, 2003. 

[30] A. Ponomarev, "Nonlinear predictor feedback for 
input-affine systems with distributed input delays," IEEE 
Transactions on Automatic Control, vol. 61, no. 9, pp. 
2591-2596, 2015. 

[31] M. Hajiahmadi, B. De Schutter, and H. Hellendoorn, 
"Design of stabilizing switching laws for mixed switched 
affine systems," IEEE Transactions on Automatic Control, 
vol. 61, no. 6, pp. 1676-1681, 2015. 

[32] V. Azhmyakov, M. Basin, and C. Reincke-Collon, 
"Optimal LQ-type switched control design for a class of 
linear systems with piecewise constant inputs," IFAC 
Proceedings Volumes, vol. 47, no. 3, pp. 6976-6981, 2014. 

[33] M. Moarref and L. Rodrigues, "Piecewise affine networked 
control systems," IEEE Transactions on Control of 
Network Systems, vol. 3, no. 2, pp. 173-181, 2015. 

[34] M. Vaezi and A. Izadian, "Piecewise affine system 
identification of a hydraulic wind power transfer system," 
IEEE Transactions on Control Systems Technology, vol. 
23, no. 6, pp. 2077-2086, 2015. 

[35] G. A. Senger and A. Trofino, "Switching rule design for 
affine switched systems with guaranteed cost and uncertain 
equilibrium condition," IEEE Transactions on Automatic 
Control, vol. 61, no. 7, pp. 1925-1930, 2015. 

[36] M. Akbarian, N. Eghbal, and N. Pariz, "Optimal control of 
piecewise affine systems," in 2015 International Congress 
on Technology, Communication and Knowledge (ICTCK), 
2015, pp. 519-523: IEEE. 

[37] L. Vandenberghe and V. Balakrishnan, "Semidefinite 
programming duality and linear system theory: connections 
and implications for computation," in Proceedings of the 
38th IEEE Conference on Decision and Control (Cat. No. 
99CH36304), 1999, vol. 1, pp. 989-994: IEEE. 

[38] E. De Klerk, Aspects of semidefinite programming: 
interior point algorithms and selected applications. 
Springer Science & Business Media, 2006. 

[39] N. Eghbal, N. Pariz, and A. Karimpour, "Discontinuous 
piecewise quadratic Lyapunov functions for planar 
piecewise affine systems," Journal of Mathematical 
Analysis and Applications, vol. 399, no. 2, pp. 586-593, 
2013. 

[40] M. Srinivas and L. M. Patnaik, "Genetic algorithms: A 
survey," computer, vol. 27, no. 6, pp. 17-26, 1994. 

 

Majid Akbarian received the B.S. degree in 
Electrical Engineering from Hakim Sabzevari 
University, sabzevar, Iran, in 2013 and M.S. 
degree in Electrical Engineering from the 
Ferdowsi University of Mashhad, Mashhad, 
Iran in 2015, where he is currently pursuing 
Ph.D degree in Electrical Engineering. 

His current research interests include optimal control, nonlinear 
control, stability, and dynamical systems. 

 
Najmeh Eghbal received the B.S. and M.S. 
degrees and also her Ph.D. in electrical 
engineering from Ferdowsi University of 
Mashhad, Iran, in 2001, 2004 and 2012, 
respectively. She is an assistance professor at 
Sadjad University of Technology. Her main 
research interests are modelling and control of 

hybrid systems and machine vision. 
 

Naser Pariz received the B.S. and M.Sc .degree 
in Electrical Engineering from Ferdowsi 
University of Mashhad, Iran, in 1988 and 1991 
respectively. He received his Ph.D. from the 
Department of Electrical Engineering at 
Ferdowsi University of Mashhad in 2001. He is 
a Professor at Ferdowsi University. His research 

interests are nonlinear and control systems. 
 

 

 

  



International Journal of Industrial Electronics, Control and Optimization .© 2020  IECO… 68 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

IECO 

This page intentionally left blank. 
 

 


