Maximum Power Point Tracking Using a State-dependent Riccati Equation-based Model Reference Adaptive Control

Mostafa Rahideh¹, Abbas Ketabi²,†, and Abolfazl Halvaei Niasar ³

¹,²,³ Faculty of Electrical and Computer Engineering University of Kashan, Kashan, Iran

The present paper proposes an adaptive control method for maximum power point tracking (MPPT) in photovoltaic (PV) systems. To improve the performance of the MPPT, the study develops a two-level adaptive control structure that can facilitate system control and efficiently handle uncertainties and perturbations in the PV systems and in the environment. The first control level is a ripple correlation control (RCC), and the second is a model reference adaptive control (MRAC). The paper emphasizes mainly on designing an MRAC algorithm that improves the underdamped dynamic response of the PV system. The original state-space equation of the PV system is time-varying and nonlinear, and its step response contains oscillatory transients that damp slowly. Using the extended state-dependent Riccati equation (ESDRE) approach, an optimal law of the controller is derived for the MRAC system to remove the underdamped modes in the PV systems. An algorithm of scanning the P-V curve of the PV array is proposed to seek the global maximum power point (GMPP) in the partial shading conditions (PSCs). It is shown that the proposed control algorithm enables the system to converge to the maximum power point in partial shading conditions in milliseconds.
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I. INTRODUCTION

Photovoltaic systems are a vital element in achieving national goals of energy independence and decreasing potentially harmful environmental effects caused by an increase in the consumption of fossil fuels. Because of changes in solar irradiance and ambient temperature, photovoltaic systems are constantly unable to provide their optimal power unless an MPPT algorithm is employed. Photovoltaic systems need an MPPT algorithm to adapt to environmental changes and deliver optimal power. In general, MPPT algorithms use power electronic converter systems where the converter duty cycle is controlled to transmit the maximum available power [1], [2].

Many MPPT algorithms have been proposed in the literature. The most common one is perturb and observe (P&O) [3]-[5]. This strategy needs an external circuit that frequently perturbs the voltage of the array and measures the resulting variations in the output power. In spite of the simplicity and lower costs of the P&O algorithm, it is ineffective in the steady-state because it forces the system to swing around the maximum power point. Besides, this algorithm is inefficient under rapidly changing environmental conditions since it cannot distinguish the difference between the variations in power due to environmental effects and the changes in power due to the inherent perturbation of the algorithm [6]. The incremental conductance (INC) technique is based on the fact that the derivative of solar array power is ideally zero at the maximum power point, positive to the left of this point, and negative to the right of this point. It is shown that the INC technique works well in rapidly changing environmental conditions but at the expense of increasing the response time due to the need for
complex hardware and software [7].

The fractional open-circuit voltage (FOCV) method utilizes an estimated relationship between open-circuit voltage (VOC) and array voltage (Vm) where the maximum power is attained to track the maximum power point [8].

Similar to P&O, the FOCV algorithm is low-cost and can be implemented in a relatively simple manner. However, the FOCV technique is not an exact MPPT because the relationship between VOC and Vm is just an approximation. Neural network and fuzzy logic-based algorithms have shown rapid convergence and high performance under different environmental conditions, but the implementation of these algorithms my turn out to be very complicated [9], [10].

Many papers have proposed optimization algorithms such as artificial bee colony [11], chicken swarm [12], PSO [13,14] and win-driven optimization [15] as an MPPT controller. The accurate tracking of maximum power point (MPP) and slow convergence to the MPP can be enumerated as the main advantage and disadvantage of these methods, respectively.

Many papers have proposed neural network (NN) and fuzzy logic (FL) as an MPPT [16-18]. In these papers, NNs and FLs are used as an adaptive tracker to generate the duty cycle of a DC-DC converter. In spite of the satisfactory performance of these methods, NNs need offline training which is difficult in practice and FLs depend on the knowledge of the designer.

The main problem of MPPT algorithms is transient oscillations in the output voltage of the system after rapidly changing the duty cycle [7]. Therefore, an ideal MPPT algorithm is straightforward and low-cost and shows a rapid convergence to the maximum power point (MPP) with minimum oscillations in the array output voltage.

This paper proposes a two-level control MPPT algorithm which comprises a ripple correlation control (RCC) [19]-[22] at the first level and a model reference adaptive control (MRAC) [23], [24] at the second level. At the first control level, the RCC unit accepts the array voltage and power operate as inputs. The RCC unit then computes the system duty cycle to deliver the maximum power to the load in the steady-state. At the second control level, the MRAC uses the new duty cycle calculated by the RCC unit to improve the dynamics of the photovoltaic power conversion system or the power plant, and eliminate any transient oscillations in the output voltage of array.

As was already mentioned, transient oscillations in the output voltage of the system are created after updating the duty cycle following rapidly changing environmental conditions. To eliminate such oscillations, a critically damped system is selected as the reference model. The proper tuning of the controller parameters causes the output of the system to match the reference model output, where the error converges to zero and the maximum power is attained. Both theoretical and simulation results show convergence to the optimal power point by eliminating underdamped responses, which are frequently observed in photovoltaic power converter systems.

This paper mainly focuses on the MRAC level of the proposed control architecture. In the proposed MRAC, an extended state-dependent Riccati equation (ESDRE) forces the system to track the output of the model reference control.

II. DESCRIPTION OF STATE-DEPENDENT RICCATI EQUATION (SDRE)

Suppose that there is a time invariant nonlinear system and observable as follows:

$$\dot{x} = f(x) + G(x)u$$

(1)

where $x \in \mathbb{R}^{n}$ are state variables and $u \in \mathbb{R}^{m}$ is the input of the system. Without the loss of generality, it is assumed that $f(0) = 0$. The nonlinear system given in Eq. (1) can be written in the following pseudo-linear form:

$$\dot{x} = A(x)x + B(x)u$$

(2)

where $f(x) = A(x)x$ and $G(x) = B(x)$. In Eq. (2), $A(x)$ and $B(x)$ are the state-dependent coefficient matrices that represent the nonlinear systems in the form of Eq. (1) in a pseudo-linear form. These matrices are not unique. This is one of the advantages of this technique, which increases the degree of freedom in design. However, it is best to choose the case where matrices $A(x)$ and $B(x)$ are controllable. The controllability matrix is as follows:

$$\Phi(x) = \begin{bmatrix} B(x) & A(x)B(x) & \ldots & A^{n-1}(x)B(x) \end{bmatrix}$$

(3)

A nonlinear system is controllable if the matrix $\Phi(x)$ is of full rank for all points.

The purpose of the SDRE is that all state variables reach zero by minimizing the following integral quadratic cost function:

$$J = \frac{1}{2} \int_{0}^{\infty} (x^TQ(x) + u^TR(x)u)dt$$

(4)

where $Q(x) \in \mathbb{R}^{n \times n}$ and $R(x) \in \mathbb{R}^{m \times m}$ are the state-dependent weight matrices. Both $Q$ and $R$ are assumed to be symmetric and $R$ is positive. These matrices satisfy the following inequality for all $x$'s:

$$Q(x) \geq 0, R(x) > 0$$

(5)

The selection of $R$ and $Q$ has an important role in the performance of the control system. To solve optimal control problems, the Hamilton matrix is used:

$$H(x,u,\lambda) = \frac{1}{2} (x^TQ(x)x + u^TR(x)u) + \lambda^T(A(x)x + B(x)u)$$

(6)

where $\lambda$ is the Lagrange coefficient. Using the Pontryagin’s maximum principle, we can write:
\begin{align*}
\dot{x} &= \frac{\partial H}{\partial \lambda} = A(x)x + B(x)u \\
\dot{\lambda} &= -\frac{\partial H}{\partial u} = -Q(x)x - \left[ \frac{dA(x)x}{dx} \right]^{T} \lambda - \left[ \frac{dB(x)u}{dx} \right]^{T} \lambda \\
0 &= \frac{\partial H}{\partial u} = R(x)u + B^{T}(x)\lambda 
\end{align*}
(7)

The last equation given in Eq. (7) can be written as:
\begin{equation}
u = -R^{-1}(x)B^{T}(x)\lambda 
\tag{8}
\end{equation}

By applying the LQR theory, the adjunct matrix is represented by:
\begin{equation}\lambda = P(x)x 
\tag{9}
\end{equation}

Finally, the control effort is obtained as:
\begin{equation}u = -R^{-1}(x)B^{T}(x)P(x)x 
\tag{10}
\end{equation}

where \(P(x)\) is a positive-definite symmetric matrix derived from the solution of the following Riccati algebraic equation.
\begin{equation}A(x)P(x) + P(x)A(x) - P(x)B(x)R^{-1}(x)B^{T}(x)P(x) + Q = 0 
\tag{11}
\end{equation}

To solve the above equation, \(A(x)\) and \(B(x)\) should be controllable. Because the matrices given in Eq. (11) depend on the state variables, Eq. (11) should be resolved in each time step to calculate the control effort.

**Theorem 1.** Consider the nonlinear system given in Eq. (1) with \(u = -R^{-1}(x)B^{T}(x)P(x)x\), \(P(x)\) is a positive-definite symmetric solution of the state-dependent Riccati equation of Eq. (11). If the pairs \([A(x), B(x)]\) and \([A(x), Q^{1/2}]\) are controllable and observable, the equilibrium point in the origin of the closed-loop system will be local asymptotically stable [25].

### III. DESCRIPTION OF THE PV SYSTEM

Fig. 1 shows current-voltage (I-V) and power-voltage (P-V) curves of a photovoltaic array for different levels of solar irradiation. The knee of the I-V curve is where the maximum power point of the photovoltaic array is generated \((V_{m}, I_{m})\); when either \(V_{m}\) or \(I_{m}\) is achieved, the maximum power \(P_{m}\) is available. A photovoltaic system can control the current or voltage of solar panels by means of a dc-dc converter to provide maximum permissible power [26], [27]. Fig. 2 displays a general structure to transfer a PV array power to the load. Depending on the application, other power converters are usable instead of the boost converter.

As shown in Fig. 2, the MPPT controller uses the current and voltage of the PV panels to provide the duty cycle \(d\) for the switch \(S\). The relationship between the duty cycle and the array voltage is as follows [28]:
\begin{equation}V_{pv} = I_{pv}R_{o} \left(1 - d\right)^{2} 
\tag{12}
\end{equation}

where \(V_{pv}\), \(I_{pv}\), and \(R_{o}\) are the voltage and current of the PV array and the equivalent resistance of the load, respectively. As a result, the purpose is to design an MPPT controller that constantly computes the optimal value of \(d\) so that \(V_{pv}\) tracks the path of \(V_{m}\) and thus provides the maximum accessible power.

If there is no a shadow condition, an \(M\)-series \(N\)-parallel module array generates an output voltage \(M \times V_{mpp}\) (where \(V_{mpp}\) is PV voltage at the maximum power point), an output current \(N \times I_{mpp}\) (where \(I_{mpp}\) is PV current at the maximum power point) and an output power \(M \times N \times P_{mpp}\) (where \(P_{mpp}\) is PV power at the maximum power point) at the maximum power point (MPP). According to Fig. 3, if there are variously shaded PV modules in a PV array, the output power is no longer equal to the unshaded case. The variously shaded case causes a multiple peak value problem and disables the maximum power point tracker from finding the MPP.

![Fig. 1. The (I-V) and (P-V) curves of photovoltaic systems under various levels of solar irradiation.](image1)

![Fig. 2. The MPPT controller of a photovoltaic boost converter system.](image2)

![Fig. 3. A PV array consisting of unshaded and shaded modules.](image3)
A. Exact State-Space Model of Boost Converter

To obtain state equations, the states $x_1$ and $x_2$ are assigned to the current of the inductor $L_o$ and the voltage of the capacitor $C_o$, respectively [29]. According to Fig. 2, we can then write [29]:

$$L_o x'_1 = V_{pv} - R_s x_1 - V$$

$$C_o x'_2 = I - \frac{x_2}{R_o}$$

(13)

where $R_s$ is the series resistance and according to Fig. 2, $V$ and $I$ indicate the voltage across the switch and current drawn from the boost converter by the grid, respectively. Now, $I$ and $V$ should be expressed as functions of the state variables. They can be defined as portions of $x_2$ and $x_1$ [29].

$$V = s_1(t) x_2$$

$$I = s_2(t) x_1$$

where $s_1(t), s_2(t)$ are the switching functions represented by [29]:

$$s_1(t) = \frac{V}{x_2}$$

$$s_2(t) = \frac{I}{x_2}$$

(15)

By placing Eq. (14) in Eq. (13) and rearranging it, the state equation and the output equation of the boost converter can be written as:

$$\dot{x} = A(x)x + B(x)$$

$$y = C(x)$$

(16)

where

$$A(x) = \begin{bmatrix}
-R_s & -s_1(t) \\
L_o & L_o \\
s_2(t) & -1 \\
C_o & C_o R_L
\end{bmatrix}$$

$$B(x) = \begin{bmatrix}
1 \\
-L_o \\
0
\end{bmatrix}$$

$$C(x) = [0 \ 1]$$

(17)

IV. PROPOSED MPPT ALGORITHM

In this paper, a two-level adaptive control algorithm shown in Fig. 4 is considered as the MPPT. In the first control level, the duty cycle $d$ is computed by the RCC. In the second control level, an MRAC controls the dynamical behavior of the boost converter in response to the duty cycle computed from the RCC unit and prevents the oscillations of the array voltage after any rapid change in the solar irradiation. The RCC level is responsible for changes in solar irradiation and the adjustment process of RCC should be fast enough to compensate for changes in the solar system. Therefore, it is necessary for the time constant of the RCC to be smaller than the dynamics of irradiation variations. On the other hand, the MRAC is responsible to keep optimal damping characteristics of the boost converter whose time constant is much smaller than the environmental changes.

In order to track the maximum power point in the PSC, the algorithm of seeking global maximum power point is drawn in Fig. 5. In this algorithm, the proposed method shown in Fig. 4 is run from the minimum feasible voltage for the PV to the open-circuit voltage of the PV (whole the P-V curve of the PV). The RCC method scans whole the P-V curve of the PV array and finds multiple peaks. Finally, the greatest peak is the GMPP, and the related duty cycle is selected as the output of the algorithm.

A. RCC method

The key novelty of the RCC is to utilize the switching ripple inherent to perturb the system and therefore track the maximum power point [22]. The RCC method is basically an improved version of P&O [3]-[5] except that the perturbation is inherent to the boost converter.
In the RCC method, the product of the time derivative of the array voltage (VPV) and power (PPV) is constantly observed to find out if it is greater than zero to the left side of the MPP, less than zero to the right side of the MPP, and exactly zero at the MPP.

\[
\frac{dp_{PV}}{dt} \frac{dv_{PV}}{dt} > 0 \quad \text{when} \quad V_{PV} < V_M
\]

\[
\frac{dp_{PV}}{dt} \frac{dv_{PV}}{dt} < 0 \quad \text{when} \quad V_{PV} > V_M \tag{18}
\]

\[
\frac{dp_{PV}}{dt} \frac{dv_{PV}}{dt} = 0 \quad \text{when} \quad V_{PV} = V_M
\]

These observations result in the following control law [19]:

\[
\frac{dd(t)}{dt} = k \frac{dP_{PV}}{dt} \frac{dV_{PV}}{dt} \tag{19}
\]

where \( k \) is a negative constant. The control law given in Eq. (19) can be stated as follows: an increase in \( V_{PV} \) leads to an increase in the \( P_{PV} \) and since the operating point of the system is to the left of the MPP, the duty cycle \( d \) has to decrease; a decrease in \( V_{PV} \) leads to a decrease in the \( P_{PV} \) and since the operating point of the system is to the right of the MPP, the duty cycle \( d \) has to increase. It is clear from Eq. (18) and (19) that the objective is to drive the time-based derivative \( d \) to zero to obtain the maximum power. The benefit of the RCC method compared to conventional algorithms such as P&O is that in steady-state, the RCC converges to zero while P&O begins to oscillate around the MPP.

B. Design of an MRAC based on ESDRE

In a boost converter, the response of the converter to the input signal (duty cycle) is highly dynamic. Since the operational point varies with the solar irradiation variations, it is not guaranteed for the voltage of array to show critically damped behavior. Here, the critically damped behavior of the array voltage is maintained by an MRAC based on ESDRE. The basic idea is that the MRAC forces the controlled plant to track the response of the reference model with the desired dynamics in spite of the uncertainties and plant parameters variations. The proposed MRAC structure is depicted in Fig. 3. The input of the total system, \( d \), is the duty cycle calculated by the RCC method. The plant model in Fig. 3 is related to the system given in Eq. (16). The transfer function of the reference model is represented by:

\[
G_m(s) = \frac{y_m(s)}{d(s)} = \frac{k_m}{s^2 + a_m s + b_m} \tag{20}
\]

where \( k_m \) is a positive gain, and \( a_m \) and \( b_m \) are selected to achieve a critically damped step response. The proposed extended state-dependent Riccati equation is explained below.

The goal is to design a controller for the system of Eq. (16) such that the system output \( y_p = h(x) \) asymptotically tracks the desired value \( y_m \). For this goal, the equation \( q(t) \) is defined as follows:

\[
\dot{q}(t) = y_m - y_p \tag{21}
\]

We assume that the pseudo-linear representation of \( h(x) \) is \( h(x) = C(x) \cdot x \). Hence, Eq. (21) can be written as:

\[
\dot{q}(t) = y_m - C(x) \cdot x \tag{22}
\]

By combining Eq. (21) with Eq. (22), we have:

\[
\dot{x}(t) = \tilde{A}(x, q) \cdot \dot{x}(t) + \tilde{B}(x) \cdot u_p + \begin{bmatrix} 0_{n \times m} \end{bmatrix} y_m \tag{23}
\]

where

\[
\tilde{A}(x, q) = \begin{bmatrix} A(x) & 0_{m \times l} \\
-C(x) & 0_{l \times l} \end{bmatrix} \tag{24}
\]

\[
\tilde{B}(x) = \begin{bmatrix} B(x) \\
0_{l \times m} \end{bmatrix} \tag{25}
\]

If the weight matrices \( \tilde{R} \in \mathbb{R}^{n \times m} \) and \( \tilde{\Omega} \in \mathbb{R}^{(n+l) \times (n+l)} \) are positive semi-definite and positive-definite, the following state-dependent Riccati equation will have symmetric positive definite \( P(x, q) \), according to Theorem 1,

\[
u_p = d^* = -\tilde{R}^{-1}(x) \tilde{B}^T(x) P(x, q) x \]

can stabilize the controlled plant and it is, therefore, possible to say that \( y_p \) can track \( y_m \).

\[
\tilde{A}(x, q) \tilde{P}(x, q) + \tilde{P}(x, q) \tilde{A}(x, q) - \tilde{P}(x, q) \tilde{B}(x) \tilde{R}^{-1}(x, q) \tilde{B}^T(x) \tilde{P}(x, q) + \tilde{\Omega} = 0 \tag{26}
\]

V. SIMULATION RESULTS AND DISCUSSION

The MRAC designed in Section V is simulated here for confirmation. The parameters of the boost converter which lead to an underdamped response and controller parameters are provided in the appendix. The array voltage of the plant model (the boost converter) has an underdamped step response, while the step response of the reference model is critically damped.

The damping ratio, which is equal to \( \alpha_m / 2 \sqrt{b_m} \), is a decisive factor as inferred from Eq. (20). It is usually selected to be either slightly less than 1 or exactly 1. In the first case, the step response rises faster along with a slight overshoot.

In addition, the MPPT efficiency at each sampling time \( T_s \) is determined by:

\[
\eta = \frac{\sum_{k=1}^{N} P_k \times T_s}{\sum_{k=1}^{N} P_{\text{MPPT}_k} \times T_s} \tag{26}
\]

where \( P_k \) is the PV array power in the presence of the MPPT controller at the \( k \)th sample and \( P_{\text{MPPT}_k} \) is the maximum power point at the \( k \)th sample.
A. The performance of the proposed approach in normal condition

In this test, the goal is to apply several probable linear irradiance trajectory variations to the PV-array. Thus, the trajectory shown in Fig. 6(a) is used. Besides, Figs. 6(b-d) show the MPPT performance of the proposed approach and the conventional P&O algorithm.

As displayed in Fig. 6(a), at t=0.35s, with a steep drop, the irradiance trajectory is set to S=250 W/m² form S=1000 W/m². At t=1.1s, another step in the irradiance increases this level to S=1000 W/m². Two more steep variations drop and rise the irradiance levels at t=1.65 s and t=2.7 s, to S=500 W/m² and S=750 W/m², respectively. From this point onwards, a ramp variation is also applied to the PV-array. By means of variations, in addition to dynamic behavior analyses, the steady-state behaviors are also assessed.

The voltage and current of PV-array are drawn in Figs. 6(c) and (d), respectively. As is seen in these figures, oscillatory behavior of the conventional P&O algorithm in tracking the IMPPT is obviously visible. Instead, the proposed approach tracks the reference irradiance level with minimum error. So, the drawn current and active power tracks the reference values smoothly at all times.

In the next test, a sinusoidal irradiance trajectory plotted in Fig. 7(a) is applied to the PV-array. For this simulation, the parameters of the PV system are varied (about 5% of variations). The test results are plotted in Figs. 7(b-d). Clearly, the suggested approach forces the PV-array to track the MPP with minimum error. On the other hand, large amounts of error in PPV, VPV, and IPV can be seen in the results of the conventional P&O algorithm. Once again, the superiority of the proposed approach is verified since the current trajectory is tracked with the least amount of oscillations possible by the proposed approach and consequently, very insignificant active power oscillations are observed. In addition, the performance of the proposed method is robust to parameter variations.

1) A comparative study: This subsection presents a comparative study between the proposed approach and the method proposed in [30]. This reference proposes an improved double integral sliding mode MPPT controller (IDISMC) for a stand-alone photovoltaic (PV) system. The results of the comparison are shown in Fig. 8. As is seen in this figure, the proposed approach makes a better control effort for tracking the maximum power point tracking. Table 1 provides numerical analyses for the two controllers. As is evident in this table, the best performance belongs to the proposed approach.
Fig. 8. The results of the comparative study; solid (approach proposed in [30]), dashed (our proposed approach).

<table>
<thead>
<tr>
<th>Method</th>
<th>Rise time (s)</th>
<th>Settling time (s)</th>
<th>Efficiency (using Eq. (26))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed approach</td>
<td>0.012</td>
<td>0.16</td>
<td>98.82%</td>
</tr>
<tr>
<td>[30]</td>
<td>0.038</td>
<td>0.20</td>
<td>96.76%</td>
</tr>
</tbody>
</table>

**TABLE I**

NUMERICAL ANALYSES FOR OUR PROPOSED APPROACH AND THE METHOD PROPOSED IN [22].

2) The performance of ESDRE: To demonstrate the independent performance of the ESDRE, a study comparative between in the presence of ESDRE block, in the absence of ESDRE block and the theoretical MPP voltage is displayed in Fig. 9 where a square pulse width modulated signal is the representative of a continuous updating of the duty cycle due to the variance in the solar irradiation. As is evident in Fig. 9, both the unadapted array voltage and the adapted array voltage reach the MPP voltage in the steady-state. This shows the precision of the RCC unit and its capability in computing the optimal duty cycle which can provide maximum power in the steady-state. However, the adapted array voltage has a damped response while unadapted array voltage shows an oscillatory response. Then, at 10 ms, a change occurs in the solar irradiation and the response of unadapted voltage is underdamped and oscillatory. At this point, the adaptive voltage also shows the desired dynamic response. This is one of the purposes of this paper, i.e. to remove any potential underdamped dynamic in the response of the plant due to rapid changes in solar irradiation. The explanations of Fig. 9 are completed in Fig. 10, where the error between the adapted array voltage and the theoretical MPP voltage is drawn. Table II provides the results of comparing different cases in terms of dynamic specifications. As is seen in Table 2, array voltage in the presence of the ESDRE has the lowest settling time and overshoots while unadapted array voltage has the lowest rise time with most oscillations.

**Fig. 9.** The comparison of the theoretical MPP voltage, adapted array voltage, and unadapted array voltage.

**Fig. 10.** The error between the theoretical MPP voltage and the adapted array voltage due to a square pulse-width modulated signal.

**TABLE II**

THE PERFORMANCE OF ESDRE.

<table>
<thead>
<tr>
<th>Case</th>
<th>Rise time (s)</th>
<th>Settling time (s)</th>
<th>Overshoot (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without ESDRE block</td>
<td>0.015</td>
<td>0.15</td>
<td>79.16</td>
</tr>
<tr>
<td>With ESDRE block</td>
<td>0.055</td>
<td>0.06</td>
<td>0.12</td>
</tr>
</tbody>
</table>

**TABLE III**

NUMERICAL ANALYSES FOR TWO PSCs.

<table>
<thead>
<tr>
<th>PSC</th>
<th>Convergence time (s)</th>
<th>Steady state error (W)</th>
<th>Efficiency (using Eq. (26))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two peaks</td>
<td>0.27</td>
<td>0.2</td>
<td>98.68%</td>
</tr>
<tr>
<td>Three peaks</td>
<td>0.35</td>
<td>0.45</td>
<td>97.10%</td>
</tr>
</tbody>
</table>

3) The performance of the proposed approach in PSCs: To show the effectiveness of the suggested MPPT controller in partial shading condition, we assume that one shaded PV module receives 200 W/m² and another module receives 400 W/m². According to the P-V characteristic curves drawn in Fig. 11, there is one global maximum power point and one local maximum power point. It is clear from this figure that the
proposed GMPPT converges to the GMPP with satisfactory accuracy.

Fig. 12 shows the performance of the proposed method for a PSC with three peaks. According to the P-V characteristic curve drawn in Fig. 12, the amount of the GMPP is 826.7 W. As can be seen in Fig. 12, the proposed GMPPT has converged to the GMPP with the quickest response and the smallest error.

Table III provides the performance of the proposed method for two partial shading conditions.

![Fig. 11. The PV array power at a partially shaded condition with two peaks.](image1)

![Fig. 12. The PV array power at a partially shaded condition with three peaks.](image2)

VI. CONCLUSION

To enhance the efficiency of PV systems, MPPT algorithms are utilized to deliver maximum power from the solar array to the load. Important issues to be considered in designing the MPPT algorithms include the complexity of the system, dynamical performance, and uncertainty. This paper introduces a two-level adaptive control architecture that can reduce complexity in the system control and efficiently handle the uncertainties and perturbations in the PV systems and in the environment. The first level is an RCC, and the second level is an MRAC. This paper focuses mainly on the design of the MRAC algorithm, which improves the underdamped dynamic response of a PV system. Using an optimal law of the controller derived from the extended state-dependent Riccati equation (ESDRE) approach, the MRAC is capable of removing the oscillatory and underdamped modes in PV systems. The whole of the P-V curve of the PV array is searched by a new algorithm to find the global maximum power point (GMPP) in the partial shading conditions (PSCs) in the presence of multiple peaks. It is shown that the proposed control algorithm enables the system to converge to the maximum power point. The main challenge in implementing the proposed approach is to identify the boost converter parameters which are required in the MRAC design.

APPENDIX

ESDRE parameters:

\[ Q = \text{diag}(0.1, 0.1, 1, 45), R = 1000 \]

Boost converter parameters:

\[ R = 65, C_1 = 100 \mu F, L_c = 5 \text{mH}, C_v = 12 \text{mF} \]

Model Reference control parameters:

\[ k_m = 1 \times 10^9, a_m = 8.17 \times 10^7, b_m = 2 \times 10^6 \]
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