Kalman Filter-Smoothed Random Walk Based Centralized Controller for Multi-Input Multi-Output Processes
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In this paper, a novel centralized controller is presented to control multi-input multi-output industrial processes with heavy interactions and significant time-delays. The system model equations are represented in a non-minimal stochastic state-space form. Also, the state and measurement equations respectively use smoothed random walk model and finite impulse response model of the plant. To design the controller, a quadratic cost function is considered. A standard Kalman filter algorithm is used to estimate the state vector of the controller and solve to the discrete algebraic Riccati equation simultaneously. By using the smoothing parameter, the controller behavior can be changed between the Kalman filter random walk controller and the Kalman filter integrated random walk controller. To evaluate the effect of the smoothing parameter the proposed controller is first applied to a single input single output system. Then an industrial-scale polymerization reactor which has the two-input and two-output system is used to investigate the performance of the designed controller. The simulation results indicate that the controller has a good performance in tracking the set point and robust due to changing the system parameters.
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I. INTRODUCTION

The majority of industrial processes are multi-inputs multi-outputs (MIMO) systems. They have high interaction between inputs and outputs. To cope with this problem, the MIMO system controller is designed in two major categories; decentralized or centralized controller based on the amount of interaction which exists in the process. If the interactions between the different loops of the process are modest, the decentralized controller can work well. It is widely used in the industry due to its proper operation and simply [1-3]. In the control literature, a large number of methods have been reported to design the decentralized controller. Such as detuning method [4], sequential loop closing method [5, 6], relay auto-tuning method [7], and independent design method [8, 9]. If there is heavy interaction in the loops of the process, a centralized controller is advised. The centralized controller changes all inputs to the process simultaneously to accommodate the outputs at their desired values. So, it improves the performance of the MIMO system. These controllers are designed in two different approaches. The first approach is shown in Fig.1, where G(s), D(s) and C(s) are the process matrix, the decoupling matrix, and the decentralized control matrix, respectively. The second approach is shown in Fig. 2, where G(s), and k(s) are the process matrix and the centralized control matrix, respectively [8]. The decoupled part, in the Fig.1, is used to eliminate the interaction which exists in a different channel of the process. As a result, the controller looks like a completely independent process. Therefore, the controller can be designed with decentralized controller design methods. A simple structure for controlling the MIMO systems is shown in Fig. 2, which does not need the decoupling part. In this structure, the controller matrix must be calculated directly [10]. In this way, all the loops are considered together and then the centralized controller is designed. There is the complexity of calculation of the controller matrix depend on the design method. For example, Bhat et al. presented a centralized controller which used the steady state gain matrix with time constant and time delay of the process transfer function [11], V. Vijay Kumar et al., introduced a centralized controller which was designed based on a direct synthesis method. They obtained the inverse of the process transfer function matrix in the direct synthesis method by using the relative gain array concept [12].
Moreover, the industrial processes have significant time delay due to distance velocity-lags, recycle loops, and delay in measurements of outputs [13, 14]. Many design methods have been proposed to compensate these time delays. [15, 16] Giraldo, S.A., et al. based proposed Multivariable Smith predictor based on the decentralized direct decoupling structure[17]. Uncertainty modeling and saturation of the actuators are other necessary factors to be considered in controller design for MIMO industrial process control in real usage. Some ways to deal with uncertainty modeling of the process is studied in [18-20]. Many researchers report significant results in view of actuators saturation in the industrial process [21-23]. To cope these problems Fasih et al., proposed the Kalman filter general random walk (KF-GRW) controller [24]. It was a centralized controller for non-squared MIMO system based on the Kalman filter algorithms and general random walk model in non-minimal (NMSS) stochastic state space form.

In this paper, we introduce another member of these controller family, that it uses the smoothed random walk model for state equation of state space. The Kalman filter smoothed random walk (KF-SRW) controller, has all the KF-GRW controller properties, also, it provides one more degree of freedom. This degree of freedom causes the controller to be adjusted more quickly and simply. In this controller, each loop of the process can be adjusted easily between the KF-RW and KF-IRW controller by choosing the smoothing parameter. So the better performance for the industrial process can be achieved easily.

This paper is organized as follows. In Section 2, the problem formulation is provided. The control law is presented in Section 3. In Section 4, the simulation example is given. Industrial case study results and discussion are provided in Section 5. Finally, the conclusion is given. The Industrial case study matrices of proposed controllers are shown in the appendix.

II. PROBLEM FORMULATION

In this section, the controller state equation of KF_GRW controller [24] is rewritten by SRW model.

A. System state vector

In the NMSS form, the state vector is given directly from the inputs and measured outputs signals of the process[25]. Many different NMSS forms have been suggested for a range of real application areas [26-28]. In this paper, the state vector, according to the inherent characteristics of an industrial actuator, included the control signal and its changes. We consider a state vector, \( x(k) \) consist of the control signal is defined as an r-dimensional vector

\[
\mathbf{u}(k) = \begin{bmatrix} u_1(k), u_2(k), \ldots, u_r(k) \end{bmatrix}^T,
\]

and its difference, \( \nabla \mathbf{u}(k) = \mathbf{u}(k) - \mathbf{u}(k - 1) \) as shown in Eq. (1).

\[
x(k) = [\mathbf{u}(k), \nabla \mathbf{u}(k)]^T
\]

Fig. 1. Centralized control schemes with decoupling block

B. System state space equations

In this paper, the state equation is expressed as a smoothed random walk (SRW) model. Young et al.[29], and Norton [30, 31] showed that the RW model in GRW model can also be useful in time variable parameter estimation, which the parameter variations are around a given constant mean value. The IRW model in GRW model to be useful when there are expected to be large variations in the parameters, when the mean value of the parameter is slow variation, instead of constant, it better uses the SRW model [29]. It is a compromise between the IRW and RW models, according to the smoothing parameter \( 0 \leq \alpha \leq 1 \). From the control point of view, the KF- RW controller behaves like an integral controller and the KF-IRW controller, like a PI controller. The smoothing parameter determines appropriate percentage of the proportional behavior of the controller. This feature can greatly help to fine-tune the control loops of multivariable systems. Moreover the smoothing parameter give a high degree of freedom to the KF-SRW controller. This capability makes, optimization the Q and R matrices, which are used to tune the KF-GRW controller [24], accelerate. We supposed the SRW model uses to the state equation as shown in Eq.(2).

\[
\begin{bmatrix}
x(k) \\
\nabla x(k)
\end{bmatrix} = \begin{bmatrix} 1 & \alpha \\
0 & 1
\end{bmatrix} \begin{bmatrix}
x(k - 1) \\
\nabla x(k - 1)
\end{bmatrix} + \begin{bmatrix} 0 \\
1
\end{bmatrix} \eta(k - 1)
\]

(2)

In which \( \eta(k) \) refers to a zero mean, serially uncorrelated white noise vector with a covariance matrix of \( Q \). In this case, the state equation of the system is described by Eq. (3).

\[
x(k) = F_a x(k - 1) + G \eta(k - 1)
\]

(3)

Where \( F_a \) and \( G \) denote the state transmission and input matrices, respectively. To demonstrate the measurement equation, we use the finite impulse response (FIR) model of the plant in the form of Eq. (4) [24].

\[
y(k) = h_1 u(k - 1) + h_2 u(k - 2) + \cdots + h_l u(k - l)
\]

(4)

Thus the measurement equation of KF-SRW controller is as Eq. (5), [24].

\[
Y(k) = H x(k) + \xi(k)
\]

(5)

Where \( \xi(k) \) refers to a zero mean, serially uncorrelated white noise vector with a covariance matrix of \( R \). In Eq. (4),
L is determined by trial and error in such a way that it yields a reasonable description of the dynamic system. The gains $h_1, h_2, h_3, \ldots, h_L$ are related to input at sample time $T$. The values of the state space matrices are shown in Table 1.

### Table 1. Controller matrices

<table>
<thead>
<tr>
<th>$F$</th>
<th>$G$</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\begin{bmatrix} 1 &amp; \alpha \ 0 &amp; 1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} 0 \ 1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} h_1 &amp; h_2 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

### III. CONTROL LOW

In the NMSS representations, the state vector is given directly from the input and measured output signals of the process [32]. It uses the discrete-time system and using the backward time shift. In NMSS representations, if the system is controllable the NMSS variable feedback controller can be implemented straightforwardly, thus it does not need to an observer. Moreover, it more robust to the uncertainties associated with the estimated model of the system [26, 27]. In KF-GRW controller design method, the NMSS representation uses only the plant input and past sampled values as the state vector. In this paper the control signal is obtained by using the control law of the KF_GRW controller.

For the RW model ($\alpha = 0$), the error vector, $e$ is used, whereas both $e$ and $v_e$ are employed for the SRW model ($\alpha > 0$) or IRW model ($\alpha = 1$). The successive differences $v_e$ is used to compensate the added integrals by IRW model ($\alpha = 1$) or SRW model ($0 < \alpha < 1$).

Therefore, the transfer function of the controller in Eq. (9) has only one pole on the unit circle.

In Fig. 3, $v_e$ denote the first differences of the error vector. For the RW model ($\alpha = 0$), the error vector, $e$ is used, whereas both $e$ and $v_e$ are employed for the SRW model ($\alpha > 0$) or IRW model ($\alpha = 1$). The successive differences $v_e$ is used to compensate the added integrals by IRW model ($\alpha = 1$) or SRW model ($0 < \alpha < 1$).

In the NMSS representations, if the system process [32]. It uses the discrete-time system and using the backward time shift. In NMSS representations, if the system is controllable the NMSS variable feedback controller can be implemented straightforwardly, thus it does not need to an observer. Moreover, it more robust to the uncertainties associated with the estimated model of the system [26, 27]. In KF-GRW controller design method, the NMSS representation uses only the plant input and past sampled values as the state vector. In this paper the control signal is obtained by using the control law of the KF_GRW controller.

Where $P_a$ is the covariance matrix and $K_p(a)$ is Control gain matrix (CGM). The first set of members of the state vector is extracted by the $V$ matrix

$$u(k + 1) = Vx(k + 1)$$

The KF_SRW closed-loop controller scheme is shown in Fig. 3.

### IV. SIMULATION EXAMPLE

To evaluate the step response of the proposed control method, the following discrete-time single-input single-output (SISO) system is considered as Eq. (9):

$$y(k) = \left(1 - \frac{T}{\tau}\right)y(k - 1) + K_p\frac{T}{\tau}u(k - 1)$$

In which the sample time and time constant are $T = 0.01$, $\tau = 1$ seconds, respectively. Also, the steady-state gain is $K_p = 1$. The matrices of controllers for state space Eq.(3) and Eq.(5) are considered as shown in Table 1. In this example, matrices $Q_{diag}(5000, 5000)$ and $R = 0.01$ have been arbitrarily selected. Fig. 4, shows the unit step responses for the closed loop negative feedback control system. In this case the $\frac{a}{\tau}$ is chosen arbitrarily as $[0.25, 0.75, 1, 5, 10, 20]$. Fig.4. shows the variations of unit step responses for closed-loop systems as a function of the $\frac{a}{\tau}$. Table 2 shows the $p$ performance indexes and step response characteristics for the proposed controller. Figs.5-9 show the variation of the closed-loop systems unit step responses characteristics as a function of the $\frac{a}{\tau}$.

### Table II. The step response characteristics and Performance indexes of the proposed controller according to the $\frac{a}{\tau}$

<table>
<thead>
<tr>
<th>$\frac{a}{\tau}$</th>
<th>Rise Time(s)</th>
<th>Settling Time(s)</th>
<th>Over shoot</th>
<th>$\frac{\xi}{\gamma}$</th>
<th>ITAE</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>11.16</td>
<td>98.25</td>
<td>26.90</td>
<td>0.38</td>
<td>184880</td>
<td>900</td>
</tr>
<tr>
<td>0.75</td>
<td>4.10</td>
<td>48.68</td>
<td>35.70</td>
<td>0.31</td>
<td>21962</td>
<td>157</td>
</tr>
<tr>
<td>1</td>
<td>3.30</td>
<td>41.83</td>
<td>37.44</td>
<td>0.29</td>
<td>16436</td>
<td>129</td>
</tr>
<tr>
<td>5</td>
<td>2.11</td>
<td>23.54</td>
<td>40.34</td>
<td>0.27</td>
<td>186.06</td>
<td>11.41</td>
</tr>
<tr>
<td>10</td>
<td>1.89</td>
<td>21.11</td>
<td>42.75</td>
<td>0.26</td>
<td>31.74</td>
<td>5.02</td>
</tr>
<tr>
<td>20</td>
<td>1.51</td>
<td>21.44</td>
<td>52.99</td>
<td>0.19</td>
<td>17.94</td>
<td>3.81</td>
</tr>
</tbody>
</table>
Fig. 4. The step response of the proposed controller according to changes of the $0 \leq \frac{\alpha}{T} \leq 20$

Fig. 5. Variation of the rise time of the KF_SRW controller according to changes of the $\frac{\alpha}{T}$

Fig. 6. Variation of the settling time of the KF_SRW controller according to changes of the $\frac{\alpha}{T}$

Fig. 7. Variation of the damping ratio of the KF_SRW controller according to changes of the $\frac{\alpha}{T}$

Fig. 8. Variation of the performance index (IAE) of the KF_SRW controller according to changes of the $\frac{\alpha}{T}$

Fig. 9. Variation of the Performance index (ITAE) of the KF_SRW controller according to changes of the $\frac{\alpha}{T}$

V. INDUSTRIAL CASE STUDY

As an industrial case study we consider an industrial-scale polymerization Reactor (ISPR)[12] The transfer function matrix is given in Eq.(11). It is a two inputs and two outputs squared MIMO system. The relative gain array matrix (RGA) of the ISPR system is given in Eq. (12). The Gashgorian bands are plotted in Fig.10.

$$G(s) = \begin{bmatrix} 22.98e^{-0.2s} & -11.64e^{-0.4s} \\ 4.572s + 1 & 1.807s + 1 \\ 4.689e^{-0.2s} & 5.8e^{-0.4s} \\ 2.174s + 1 & 1.801s + 1 \end{bmatrix}$$  (11)

$$\Lambda = \begin{bmatrix} 0.7087 & 0.2913 \\ 0.2913 & 0.7087 \end{bmatrix}$$  (12)

A. KF-SRW controller design

The control objective is set point tracking by a simple and effective centralized controller. The closed-loop control system is demonstrated in Fig. 2. The Simulink diagram of the proposed control method is depicted in Fig. 11 and Fig. 12. The sampling time is $T=0.1$ second. The matrices of KF-SRW controllers are calculated by Eqs.6, 7 and 8, the values are shown in the appendix.
To tuning the controller, we minimize the IAE criterion. Q and R matrices are optimized by using simplex methods[33] in MATLAB software. In this example, the starting point of search, is chosen by tray and error, as $Q_0 = [7, 10, 11.6, 9.35]$ and $R_0 = [-8.43, 0.158, -0.011]$. The $\alpha$ values are chosen as $[0.0, 0.0625, 0.25, 0.5, 1]$. The $IAE_1$ and $IAE_2$ values are listed in Table 3 and the step responses are plotted in Figs. 13-22. The system closed-loop in Fig.11 should be insensitive as possible as to changes in the process model or un-modeled dynamics. To evaluate the robustness of the closed-loop system, we compare the nominal and perturbed systems. In the perturbed system, we consider a %10 increase in steady-state gain and time constant in two separate experiments. Fig.23, and Fig.24.

<table>
<thead>
<tr>
<th>$(\alpha)$</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y_1$</td>
</tr>
<tr>
<td>1</td>
<td>$1.6 \times 10^{79}$</td>
</tr>
<tr>
<td>0.5</td>
<td>70.27</td>
</tr>
<tr>
<td>0.25</td>
<td>19.27</td>
</tr>
<tr>
<td>0.0625</td>
<td>18.68</td>
</tr>
<tr>
<td>0.000</td>
<td>20.73</td>
</tr>
</tbody>
</table>

Fig. 11. KF-SRW control in MATLAB-Simulink

Fig. 12. KF-SRW control algorithm

Fig. 13. Control signals for set point tracking, $\alpha = 0$

Fig. 14. Output signals for set point tracking, $\alpha = 0$

Fig. 15. Output signals for set point tracking, $\alpha = 0.0625$

Fig. 16. Control signals for set point tracking $\alpha = 0.0625$

Fig. 17. Control signals for set point tracking, $\alpha = 0.25$
Fig. 18. Output signals for set point tracking, $\alpha = 0.25$

Fig. 19. Control signals for set point tracking, $\alpha = 0.5$

Fig. 20. Output signals for set point tracking, $\alpha = 0.5$

Fig. 21. Output signals for set point tracking, $\alpha = 1$

Fig. 22. Control signals for set point tracking, $\alpha = 1$

Fig. 23. Compare of the original and perturbed processes after a $\%10$ increase in the steady-state gain

Fig. 24. Compare of the original and perturbed processes after a $\%10$ increase in the time constant

B. PI centralized controller design

We consider the centralized controller introduced in [12] to set point tracking of the ISPR system. The closed-loop control system is shown in Fig. 2. The controller matrix is given in Eq. (15).

$$ G_c(s) = \begin{bmatrix} 0.2402 + \frac{0.0688}{s} & 0.1073 + \frac{0.0327}{s} \\ -0.1792 - \frac{0.0556}{s} & 0.0838 + \frac{0.0643}{s} \end{bmatrix} $$

(15)

Using MATLAB-Simulink, the centralized controller is applied to the ISPR. The outputs signals are shown in Fig. 25. Also, the control signals are demonstrated in Fig. 26. The, IAE$_1$ and IAE$_2$ are 18.02 and 16.25 for $y_1$ and $y_2$ respectively.
In the SISO system, the rise time, settling time and $\frac{a}{T}$ of the slow response are 11.167 seconds, 98.25 seconds and 0.25 respectively as shown in Fig.4, and Table 2. Whereas the rise time, settling time and $\frac{a}{T}$ of the fast response are 1.52 seconds, 21.45 seconds and 20 respectively. Thus rise time and settling time of the unit response decrease quickly by increasing the $\frac{a}{T}$, which are shown in Fig.5, and Fig.6. Fig.7 shows the variation of the damping ratio ($\zeta$) of the KF-SRW controller according to changes of the $\frac{a}{T}$. It means that the overshoot of the unit step response increased by decreasing the $\frac{a}{T}$. Table 2 shows that the overshoot of the fast step response is about two times of the overshoot of the slow step response (52.99 against to 26.9). It can be seen from Table 2, that the IAE and ITAE values are decreased by increasing the $\frac{a}{T}$. For example, the fastest and slowest IAE and ITAE of the unit step responses, are reduced by 237 and 10305 times respectively, the variation of these criteria are plotted in Fig.8, and Fig. 9. As a result, if the matrices $Q$ and $R$ are fixed, the controller behavior will be adjusted by the smoothing parameter.

In the ISPR system, the value of $A_{11}(0)$ and $A_{22}(0)$ in the RGA(0) matrix in Eq. (12), are 0.708. These values are smaller than one. The Garish- Gorian bands in Fig.10, are covered the -1+0j points. So there is an interaction between the system loops. If we closed the second loop, the gain between $y_1$ and $u_1$ will be increased. This it means that the two loops are not decoupled. The control objective is set point tracking by a purely centralized controller.

The KF-SRW controller is applied to the ISPR system as shown in Fig.11. The IAE criteria of the closed - loop ISPR system are listed in Table3. In the first row of this Table, the smoothing parameter is equal to one. It means the KF-SRW controller is like as KF-IRW controller. The IAE criteria $y_1$ and $y_2$ are $1.6 \times 10^{79}$ and $8.18 \times 10^{78}$ respectively. These values are very high. Moreover, the control signals in Fig. 21, and the output signals in Fig. 22, show that the closed-loop system is unstable. Thus this value of, the smoothing parameter is undesirable. With decreasing the smoothing parameter about 50%, the IAE criteria $y_1$ and $y_2$ are acceptable (IAE $y_1$= 70.27 and IAE $y_2$ =100.9). In this case, Fig.19, and Fig. 20, illustrate the output signals and the control signals. Many fluctuations exist in these figures show that the $\alpha = 0.5$ is undesirable as well as. By selecting the value of 0.25 for the smoothing parameter the IAE criterions decrease to 19.27 and 31.90 for $y_1$ and $y_2$ respectively. Fig. 18, shows the output signals of the ISPR process subject to $\alpha = 0.25$. In this case the control signals which are shown in Fig. 17, can control the ISPR process, but it is not very soft. We found 0.0625 for the smoothing parameter by tray and error. It can be seen from Fig. 15, and Fig. 16, that the outputs signals and control signals are soft. The IAE criteria $y_1$, 3% and $y_2$, 18% are less than the $\alpha = 0.5$ IAE criteria’s. In the last row of Table 3, the smoothing parameter is equal to zero. It means the KF-SRW controller is like as KF-RW controller. Fig. 13, and Fig. 14, show the output signals and control signals respectively.

They are soft. The IAE criteria’s $y_1$ is equal to 20.73 and is equal to 27.68 for $y_2$, which is 10% higher than the $\alpha = 0.0625$. IAE criteria’s. So, to use the benefits of the KF-SRW controller and to have a soft control signal, we select the $\alpha = 0.0625$. The $Q$ and $R$ matrices were optimized based on this smoothing parameter. They show in the appendix. Tuning the KF-SRW controller with these values are shown that the outputs of the closed loop system track the set point variation at 5 seconds. The controller signal represents a lower control effort for these outputs. Fig. 23, and Fig. 24, show the nominal and perturbed systems, as they show, they are matched. Therefore, the controller has a desirable robustness.

To compare the above results, we consider the V.V.Kumar proportional integral centralized controller. The controller matrix is given in Eq. (15). Fig. 25, and Fig. 26, show output signals and Control signals for set point tracking of the ISPR process respectively. The full time of control signal $u_1$ is 0.17 second at $t=0$ second and about zero at $t=15$ second. The rise time of control signal $u_2$ is 0.77 second at $t=0$ second and about zero at $t=15$ second. As result, the output signals $y_1$ and $y_2$ have risen time 0.48 second and 0.59 second in $t=0$ second and $t=15$ second respectively. To compare this results with the behavior of KF-SRW controller ($\alpha = 0.0625$) plot Fig. 27, and Fig. 28. The information of the unit step is listed in Table 4 and Table 5. Fig. 29, compare the undershoot and overshoot values which are listed in Table 4. It can be seen...
that the centralized controllers proposed by V.V.Kumar have
undershot about %85 and overshoot about %53 higher than
the KF-SRW controller. Thus the Interaction is much
decreased in the KF-SRW controller. Fig. 27, shows the control signals of the ISPR
by V.V.Kumar controller and the KF-SRW controller
together. Fig. 30, compare the control signal rise time values
which are listed in Table 5. It can be seen that the rise time of
centralized controllers proposed by V.V.Kumar about %60 to
%72 is lower than the KF-SRW controller in t=0. In t=15. The
rise time of centralized controllers proposed by V.V.Kumar is
about zero. Fig. 31, compare control signal peak values which
are listed in Table 5. It can be seen that the peak of the control
signal of centralized controllers proposed by V.V.Kumar is
much higher than the peak of the control signal of the KF-
SRW controllers. (About 11 times in t=15). These results
show that the KF-SRW controllers produce a smooth control
signal and, hence, control valves used in the process remain
safe. For quantitative performance measurement, the IAE,
values are obtained. The minimize values of IAE for two
outputs are 18.68, 25.88 for KF –SRW controller. The IAE
values for V.V.Kumar controller are 18.02 and 16.25.
Although the V.V.Kumar controller IAE, y2 is 37% less than
the KF-SRW controller IAE y2, as Fig 27, show that, the KF-
SRW controller produces the soft control signal.

![Fig.27. Control signals for set point tracking KF-SRW method and V. V. Kumar method](image)

![Fig.28. Output signals for set point tracking KF-SRW method and V. V. Kumar method](image)

<table>
<thead>
<tr>
<th>Controller</th>
<th>Rise time</th>
<th>Peak time</th>
<th>Settling time</th>
<th>peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>0-15 (second)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI</td>
<td>y1 0.48 0.97 14.32 2.970</td>
<td>y2 -0.43 1.08 6.67 -3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF-SRW</td>
<td>y1 0.80 1.27 3.43 1.37</td>
<td>y2 -0.36 1.136 5.197 -0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>15-30 (second)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI</td>
<td>y1 1.09 17.13 26.73 2.7</td>
<td>y2 0.59 16.81 26.35 3.186</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF-SRW</td>
<td>y1 0.46 16.24 21.05 1.516</td>
<td>y2 1.92 18.66 20.59 1.076</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controller</th>
<th>Rise time</th>
<th>Peak time</th>
<th>Settling time</th>
<th>peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>0-15 (second)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI</td>
<td>u1 0.77 1.11 3 -0.17</td>
<td>u2 -0.17 0.40 8.2 -0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF-SRW</td>
<td>u1 1.97 2.80 3.7 0.032</td>
<td>u2 -0.62 0.89 2.9 -0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>15-30 (second)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI</td>
<td>u1 0.00 15.4 18.77 -0.24</td>
<td>u2 0.00 15.19 21 1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF-SRW</td>
<td>u1 2 17.55 17.55 0.09</td>
<td>u2 2.92 18 18 0.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Fig.29. Compare the peak of outputs](image)

![Fig.30. Compare the rise time of control signals](image)
between the KF-RW and KF-IRW controller by choosing the presented one of the members of KF-GRW controller. This dynamic interactions effects instead of steady-state smoothing parameter. Moreover, the control system considers safe actuators in process control system such as control valves stay control signal than the PI centralized controller. Thus the KF-SRW controller doesn’t need to heavy computation. KF-SRW controller with PI centralized controller shows that robust against the model uncertainties. As the comparison, the industrial case study. The closed-loop control system was achieved easily. KF-SRW controller was applied to the ISPR weighting matrices Q, R and smoothing parameter (\( \alpha \)). The KF-SRW controller tunes optimally by the analytic PI centralized controller, that was presented in [12]. The KF-SRW controller tunes optimally by the weighting matrices Q, R and smoothing parameter (\( \alpha \)). According to simulation results, the KF-SRW controller performed satisfactorily in set point tracking for the given industrial case study. The closed-loop control system was robust against the model uncertainties. As the comparison, the KF-SRW controller with PI centralized controller shows that KF-SRW controller doesn’t need to heavy computation. Moreover, the KF-SRW controller produces a smoother control signal than the PI centralized controller. Thus the actuators in process control system such as control valves stay safe.

VII. CONCLUSION

The KF-GRW controller was presented in [24] can control the non-squared MIMO system simplify. In this paper we presented one of the members of KF-GRW controller. This controller is a compromise between the KF-IRW and KF-RW controller, by using the smoothing parameter. In this controller, each loop of the process can be adjusted easily between the KF-RW and KF-IRW controller by choosing the smoothing parameter. Moreover, the control system considers dynamic interactions effects instead of steady-state interactions by using SRW model for the control system. So the better performance for the industrial process can be achieved easily. KF-SRW controller was applied to the ISPR system, which has 2 inputs and 2 outputs and compares results with an analytic PI centralized controller, that was presented in [12]. The KF-SRW controller tunes optimally by the weighting matrices Q, R and smoothing parameter (\( \alpha \)). According to simulation results, the KF-SRW controller performed satisfactorily in set point tracking for the given industrial case study. The closed-loop control system was robust against the model uncertainties. As the comparison, the KF-SRW controller with PI centralized controller shows that KF-SRW controller doesn’t need to heavy computation. Moreover, the KF-SRW controller produces a smoother control signal than the PI centralized controller. Thus the actuators in process control system such as control valves stay safe.
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Appendix

The ISPR proposed controller matrices:

\[
F = \begin{bmatrix}
1.06 & 0 & -0.06 & 0 & 0 & 0 \\
0 & 1.06 & 0 & -0.06 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
\]

\[
G = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}
\]

\[
V^T = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}
\]

\[
H = \begin{bmatrix}
1023 & -596 & -3093 & 1425 & 2093 & -841 \\
97 & 295 & -296 & -708 & 203 & 417 \\
0 & 0 & 1023 & -596 & -3093 & 25 \\
0 & 0 & 97 & 295 & -296 & -708 \\
\end{bmatrix}
\]

\[
K_p = \begin{bmatrix}
0.0002 & 0.0005 & 0.0008 & -0.0007 \\
-0.0017 & -0.0001 & 0.0037 & 0.0002 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
R = \begin{bmatrix}
0.0001 & -0.0080 \\
-0.0080 & 1.2099 \\
\end{bmatrix}
\]

\[
Q = \begin{bmatrix}
1.0000 & 9.1164 & 0 & 0 \\
9.1164 & 93.9184 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>Input matrix</td>
</tr>
<tr>
<td>$e$</td>
<td>Control error vector</td>
</tr>
<tr>
<td>$F$</td>
<td>Transition matrix</td>
</tr>
<tr>
<td>$H$</td>
<td>Measurement equation</td>
</tr>
<tr>
<td>$h$</td>
<td>Model parameter</td>
</tr>
<tr>
<td>$K_p$</td>
<td>Gains matrix of plant</td>
</tr>
<tr>
<td>$K_g$</td>
<td>Control gain matrix (CGM)</td>
</tr>
<tr>
<td>$P$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$Q$</td>
<td>State vector weighting matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>Error vector weighting matrix</td>
</tr>
<tr>
<td>$T$</td>
<td>Sample time</td>
</tr>
<tr>
<td>$u$</td>
<td>Control signal</td>
</tr>
<tr>
<td>$X$</td>
<td>Vector of states</td>
</tr>
<tr>
<td>$Y$</td>
<td>Vector of outputs</td>
</tr>
<tr>
<td>$Y^d$</td>
<td>Vector of set points</td>
</tr>
</tbody>
</table>

Greek Letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Smoothing hyper-parameter</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Additional noise</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Damping ratio</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Input noise vector</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Time delay</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time constant</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Successive differences</td>
</tr>
</tbody>
</table>
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