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Abstract

The paper presents the computer simulation of a multivariate control algorithm. Industrial relevance is given as the problem is derived from a real plant, an industrial atmospheric distillation column at Shiraz refinery. The control performance of the industrial column using relative gain array (RGA) and relative normalized gain array (RNGA) configurations has been examined for nominal operating capacity and 10% increase in capacity. The results show that RNGA structure remains stable and has an acceptable control performance for both nominal and increased capacity. RGA structure unlike RNGA changes at the increased capacity and has some difficulties in crude oil switch scenario. It has also been shown that the furnace duty will increase considerably in the case of using RGA for operating at increased capacity. The results indicate that RNGA represents better decision for loop pairing and control structure selection and can solve control issues of industrial distillation column specifically for uncertain feed condition.
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I. INTRODUCTION

The atmospheric distillation column, known as atmospheric pipestills (AP), is at the heart of any crude distillation units (CDU) in the oil refineries. The separation process like AP always encounters with complexities, nonlinearity and long time delays. There is a strong motivation between academia and industrial specialists to deal with operability and control performance of complex unit issues during the past two decades. From a process control point of view, any significant change in the AP feed due to any reason should be considered precisely. However, because of the ill-conditioned nature of APs, maintaining the process at the optimal operating conditions is a sophisticated task. Finding the best control structure through input and output variables is strongly related to crude oil properties and unit conditions. Increasing feed rate by company policies or retrofit and optimization cannot be directly applied to the actual system since the concept of control performance is ignored. Nevertheless, usually the control performance of the optimized process has not been considered. Growing interest in capacity increase of APs has raised challenges on control performance of the process. In the APs the highest quality of production as well as lower operating cost could be achieved by selecting the best control structure.

Control configuration selection has been considered by several authors, but there is no a general agreement among the authors about the best configuration. The main works for selection of manipulated/controlled variables pairings have focused upon using interaction measures, such as relative gain array. The RGA is a steady-state measure of interactions for decentralized control and has been addressed by many authors. Proposed frequency-dependent RGA is useful for selecting appropriate control configuration in distillation columns. Several studies on the control structure selection of industrial plant specifically focusing on RGA method have been presented in the recent paper. Loop pairing decision based on only steady state gain matrix and without considering dynamic information process may lead to improper interaction measures and consequently incorrect control configuration. The problem motivated researchers to utilize dynamic RGA (DRGA), which considers effect of process dynamics. Mc Avoy et al. proposed transfer function model instead of RGA. Relative effective gain array (REGA), the combination of RGA and DRGA are investigated by Xiong et al. Relative normalized gain array (RNGA) introduced by He et al. for loop interaction measures. They reported RNGA makes more comprehensive description for loop interaction and provides the best pairing among other
methods (i.e. RGA, DRGA and REGA).

This paper addresses the selection of control structure and dynamic modeling for an industrial atmospheric distillation column using the RNGA and RGA methods. An industrial AP modeled and simulated using ASPEN software to present dynamic behavior of the column. The open loop tests between all potential manipulated/controlled variables were examined to identify process gain, dead time and time constant. The RGA and RNGA have been utilized to select proper loop pairings in the case of MIMO system of AP. Dynamic simulation was linked to MATLAB in order to consider the control performance of the column for both RGA and RNGA configurations at the current and increased capacity of the unit. The paper focuses on the practical interesting based on the real world data. The main contribution of the current study are as follows:

1. Dynamic behavior of an industrial crude distillation column based on real world data has been investigated while previous works on pairing selection was tested on the unrealistic column.
2. RGA and RNGA pairing methods have not been investigated on the industrial crude oil column using the dynamic measurements as well as perfect manipulators.
3. The new control structure (for nominal and increased capacity) has good control performance and succeed to solve the control problem of industrial unit.
4. Inferential Aspen soft sensors was utilized to monitor the ASTM temperature instead of industrial conventional method.

II. PROCESS MODEL SIMULATION

The conventional measurement method to describe product quality in crude distillation is cut point which is time consuming and ponderous procedure. Therefore, in crude distillation process the fraction quality is usually represented by ASTM standard method\(^2\)

In this approach the 5% of ASTM affect the lighter components while, the 95% of ASTM affect the heavy components. It is a sophisticated job to relate the ASTM to product quality directly in the real plants. Using the soft sensors to online estimation of desired product properties is the only approach to control product quality precisely\(^2\). In this study, soft sensors are applied to monitor the ASTM temperature instead of industrial conventional method.

Consider a stage \(n\) on the distillation column as shown in Fig. 1b. The overall mass balance for stage \(n\) can be expressed as:

\[
\frac{dM_n}{dt} = L_{n+1} + V_{n-1} + F_n - L_n - V_n - S_n
\]  

Component mass balance for stage \(n\) is expresses by:

\[
\frac{d(M_n x_{n,j})}{dt} = L_{n+1} x_{n+1,j} + V_{n-1} y_{n-1,j} + F_n z_{n,j} - L_n x_{n,j} - V_n y_{n,j} - S_n x_{n,j}
\]  

The crude oil composed of complex hydrocarbon mixtures. The standard approach was applied to lump feed into smaller number of pseudo-component in order to simulate the process\(^2\). In this study, 38 pseudo-components were considered and characterized by boiling point, API and molecular weight. In the process simulation, it is a common practice to make some reasonable assumption to simplify the simulation:

1. Ideal stage for each tray was assumed.
2. The efficiency of the tower and pressure drop between trays were assumed to be constant.
3. Since composition of the mixture varies slightly, heat capacity of products can also be assumed to be constant within the range of AP operation.
4. All the water flows enter to the column can be assumed to be completely in the vapor phase.

Steady-state and dynamic simulation has been carried out using Aspen Plus and Aspen dynamic, respectively. The result of Aspen Dynamic soft sensors for ASTM-D86 boiling point and the oil lab data are compared in Fig 2. Figs. 2a-c indicate the ASTM-D86 temperature for naphtha, kerosene and gas oil, respectively. Fig. 2 illustrates
that the simulation results are in a good agreement with real industrial data. Based on the simulation result and lab data the root mean square error RMSE for the side products are 1%, 2% and 1% for naphtha, kerosene and gas oil, respectively.

The simulation was carried out for the nominal operational condition and 10% increase in capacity of the column. To obtain good results that can be utilized in a real control system, it is important to accurately model the loop dynamics. In this study, for dynamic simulation the conventional PI controller is implemented. The PI controller is relatively simple to tune and the maintenance cost is low. The controller is tuned by Tyreus-Luyben method to achieve robust performance. The method is less aggressive than Ziegler-Nichols with lower gain and larger integral times. The following measurement-delay was used in control loops:

1. For overhead temperature control loop, a 1-min deadtime was assumed.
2. For the furnace temperature loop and quality control loops, 3-min deadtime was considered.

The dead time values are usually selected practically. Since the dynamics of a fired furnace is usually slower than other temperature loops in distillation column 3-min deadtime for furnace control loop was utilized instead of normal 1-min deadtime. Further information can be find in earlier publication. Relay feedback test was run between inputs and outputs on all controllers for all selected control configurations. A sequential tuning procedure was used to obtain ultimate gain and period. Then the control parameters estimated by the method proposed by Tyreus and Luyben.

III. CONTROL STRUCTURE SELECTION

Control structure selection method pairs the best controlled/manipulated variables to reach optimum point of operation. The main controlling goal of the distillation process is to maintain the product quality within the specified range. Levels and pressures should be controlled as primary control objective. This is the simplistic approach to reduce the alternative options of the control configuration problem.

Basic controllers in closed loop system are including top pressure of main column, pressure of strippers, reflux drum level and base level of the column and strippers. In this study, the input variables after obviating pressure and level control loops are heat removal from mid-tower condensers, furnace duty, reflux split fraction and side draw flow rate of strippers, while the output variables are overhead temperature and true boiling point (95% ASTM D86) of naphtha, kerosene and gas oil. The side stripper steam were fixed by setting ratio controller between side product flowrate and superheating steam of strippers. Since overhead stream consists of two products, inferential temperature control was applied to control both quality of liquid (light naphtha) and gas products. Manipulated and controlled variables are given in Tables I and II, respectively. There are 7 manipulated and 4 controlled variables which indicate a 7 × 4 multi-input multi-output (MIMO) control system. The next step is to select the proper manipulated/controlled variables parings. The transfer function matrix G is described as:

\[ G(s) = [g_{ij}(s)]_{n \times n} \] (3)

TABLE I. Input variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>u1</td>
<td>Side-draw of naphtha</td>
<td>kg/h</td>
</tr>
<tr>
<td>u2</td>
<td>Side-draw of kerosene</td>
<td>kg/h</td>
</tr>
<tr>
<td>u3</td>
<td>Side-draw of gas oil</td>
<td>kg/h</td>
</tr>
<tr>
<td>u4</td>
<td>Furnace duty</td>
<td>kW</td>
</tr>
<tr>
<td>u5</td>
<td>Reflux split fraction</td>
<td>-</td>
</tr>
<tr>
<td>u6</td>
<td>Heat removed in pumparound1</td>
<td>kW</td>
</tr>
<tr>
<td>u7</td>
<td>Heat removed in pumparound2</td>
<td>kW</td>
</tr>
</tbody>
</table>

TABLE II. Output variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Set point</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>y1</td>
<td>Overhead temperature</td>
<td>420</td>
<td>K</td>
</tr>
<tr>
<td>y2</td>
<td>95% -ASTMD86 of naphtha</td>
<td>470</td>
<td>K</td>
</tr>
<tr>
<td>y3</td>
<td>95% -ASTMD86 of kerosene</td>
<td>535</td>
<td>K</td>
</tr>
<tr>
<td>y4</td>
<td>95% -ASTMD86 of gas oil</td>
<td>601</td>
<td>K</td>
</tr>
</tbody>
</table>
where, the $\tau_{ij}$ is time constant and $\theta_{ij}$ is dead time of transfer function. The gain matrix of transfer functions can be express as:

$$g_{ij}(s) = \frac{k_{ij}e^{-\theta_{ij}s}}{\tau_{ij}s + 1}$$  \hspace{1cm} (4)

The RGA for the square transfer function matrix $G$ is defined as:

$$K = [k_{ij}]_{n \times n}$$  \hspace{1cm} (5)

where, the operation $\times$ denotes element by element multiplication and $K_{ij}$ is the gain between output variable $y_i$ and input variable $u_j$ when all other loops are closed. Interpretation on how RGA influences pairing of manipulated with controlled variables is related to the sign and value of $\lambda_{ij}$. The objective is to pair the controlled and manipulated variables while the relative gain parameter ($\lambda_{ij}$) is positive and close to one as possible. Normalized gain matrix can be described as:

$$\Lambda = \lambda_{ij}[n \times n] = \frac{k_{ij}}{K_{ij}}$$  \hspace{1cm} (6a)

$$\Lambda = [\lambda_{ij}]_{n \times n} = \frac{k_{ij}}{k_{ij}}$$  \hspace{1cm} (6b)

where, the operation $\times$ denotes element by element multiplication and $K_{ij}$ is the gain between output variable $y_i$ and input variable $u_j$ when all other loops are closed. Interpretation on how RGA influences pairing of manipulated with controlled variables is related to the sign and value of $\lambda_{ij}$. The objective is to pair the controlled and manipulated variables while the relative gain parameter ($\lambda_{ij}$) is positive and close to one as possible. Normalized gain matrix can be described as:

$$K_N = [k_{N,ij}]_{n \times n}$$  \hspace{1cm} (7)

$$k_{N,ij} = \frac{k_{ij}}{\tau_{ar,ij}} = \frac{k_{ij}}{\tau_{ij} + \theta_{ij}}$$  \hspace{1cm} (8)

where, $k_{N,ij}$ is the normalized gain of $g_{ij}(s)$ and $\tau_{ar}$ is the average residence time. Relative normalize gain (RNG) can be obtained by substituting $K_N$ with steady state gain in the relative gain (RG). The RNG matrix is described as:

$$\Phi = K_N \times (K_N^{-1})^T$$  \hspace{1cm} (9a)

$$\Phi = [\phi_{ij}]_{n \times n} = \frac{k_{N,ij}}{k_{N,ij}}$$  \hspace{1cm} (9b)

where, $k_{N,ij}$ is the effective gain between output variable $y_i$ and input variable $u_j$ when all other loops are closed. The goal is similar to RGA is the relative normalize gain parameter ($\phi_{ij}$) is positive and close to one as possible. The advantage of using RNG is considering dynamic information to calculate loop interaction instead of utilizing only steady state gain. RNGA is controller-type independent and also uses the average residence time, which requires much less calculation in comparison to DRGA and REGA.\(^{20}\)

The RGA and RNGA method is only applicable to square gain matrix. For the case the gain matrix is non-square, the squaring down process can be used to extract all square subsystems\(^4\). In the squaring down approach, 35 matrices ($C_2 = 35$) were extracted. The RGA and RNGA method was applied for all of 35 square gain and normalized gain matrices. The best structure among square RGA and RNGA matrices was obtained using the minimum value of condition number:

$$k(\Lambda) = \frac{\sigma_{\max}(\Lambda)}{\sigma_{\min}(\Lambda)}$$  \hspace{1cm} (10a)

$$k(\Phi) = \frac{\sigma_{\max}(\Phi)}{\sigma_{\min}(\Phi)}$$  \hspace{1cm} (10b)

All possible $4 \times 7$ process gain matrices identified for each capacity. The identified dynamic process information and the best pairing can be found in appendix B. According to Eq. (10b), the selected square matrices of RGA and RNGA have the minimum value of condition number. In the square matrices, values of $\lambda_{ij}$ and $\phi_{ij}$, that is positive and close to one as possible, are selected for pairing. Thereupon the selected structures provide best pairing of manipulated/controlled variables, which cope with the direct control and less interaction in system. It is observed that the proposed configurations of RGA and RNGA for the nominal capacity are different. The primary controllers as well as the control structure of RGA and RNGA depicts in Fig. 3 and Fig. 4, respectively. The superheating steam of main column and strippers are fixed by ratio controller, which is not shown in the figures in order to avoid flowsheet complexity. Fig. 3 shows that the RGA paring loops while Fig. 4 elucidates the RNGA pair loops. Both the structure are almost the same except overhead temperature control loops. The RGA utilize the cascade control loop for overhead temperature as it shown in Fig. 3. Fig. 3 and 4 are also shown the primary controller of the AP column which are include pressure and temperature of the main and stripper vessels. The RGA and RNGA matrices recalculated using process transfer matrix (see Appendix B, Eq. (12)) for 10% increase in capacity. The calculation results show that the RNGA structure remains the same but the RGA configuration was changed.

IV. RESULTS AND DISCUSSIONS

Dynamic simulation is used to examine control performance and capability of disturbance rejection for selected structures.

Load rejection capability of the selected configuration by RGA and RNGA are tested by ±5% step change in the feed rate. Figs. 5 and 6 show the dynamic response of the column for RGA and RNGA structures, respectively, in which the column operates at the nominal capacity. The results show that both RGA and RNGA configurations in nominal capacity can fully reject the loads.
Dynamic response of control configurations for 10% increase in the capacity are illustrated in Fig. 7 for RGA and RNGA. The capacity increase starts at time 1 hour and the column capacity reaches to 10% increase within 5 hours. However, the RGA structure has a good control performance at the nominal capacity, but the dynamic responses of kerosene and naphtha quality become oscillatory near the upper limit of increased capacity. Fig. 7 illustrates that unlike the RGA configuration, RNGA has good performance in the case of capacity increase. The input change for capacity increase of the column is shown in Fig. 8. Fig. 8 reveals that the RGA structure utilizes furnace duty \((u_4)\) more than RNGA structure. The results show that the column based on RGA structure will be utilized furnace duty about 5000 kW more than RNGA. The output responses of the column at the increased capacity were also examined by ±5% step change in the feed rate for RGA and RNGA separately. The results are shown in Fig. 9 and Fig. 10 for RNGA and RGA, respectively. Fig. 9 illustrates that the RNGA configuration has a good load rejection capability for the increased capacity. Fig. 10 elucidates that the RGA configuration has good control performance for 5% step change but the performance of +5% is not ac-
ceptable. The reason lies within the fact that when the capacity decreased by 5%, the control structure behavior is close to the control structure of the lower limit.

The Crude switches are the most important disturbance to crude units. For better consideration of control performance of the column were examined by crude oil switch at the increased capacities. In this case, the crude switch was applied to the column according to Table III. The switch crude oil was considered by blending the initial crude oil with light naphtha. Fig. 11 provides a comparison between RGA and RNGA performances for crude switch. The RNGA has acceptable performance to reject the crude switch disturbance. However, the naphtha side draw for RGA method was vanished to reject the disturbance, the controller has been failed to keep naphtha quality within its specification. However, the RGA configuration works properly at the nominal capacity of the process but because of considering only the steady state gain matrix, the configuration may lead to improper control performance. It is worthy to note that the loop pairing decision based on RNGA method presents more comprehensive description for loop interaction. The results overtly verify that the proposed configuration of RNGA has a good output control performance for regulatory problem at both of nominal and increased capacities. The advantage of RNGA compared with RGA provides better interaction measure and loop pairing decision that allows the control configuration works more properly at the feed condition uncertainty. Moreover, the results verify the investigation which was addressed by He et al.20 and reveals that RNGA does not limited to unrealistic examples and has capability to use in industrial issues in order to solve control problem in real world application.

FIG. 6. Output response to ±5% step change in feed rate for RNGA structure.

FIG. 7. Dynamic response for 10% increase in column capacity.

TABLE III. Output variables

<table>
<thead>
<tr>
<th>Vol. % distilled</th>
<th>TBP for initial crude feed (K)</th>
<th>TBP for switched crude feed (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>269</td>
<td>270</td>
</tr>
<tr>
<td>5</td>
<td>322</td>
<td>316</td>
</tr>
<tr>
<td>10</td>
<td>360</td>
<td>355</td>
</tr>
<tr>
<td>30</td>
<td>478</td>
<td>455</td>
</tr>
<tr>
<td>50</td>
<td>585</td>
<td>573</td>
</tr>
<tr>
<td>70</td>
<td>702</td>
<td>694</td>
</tr>
<tr>
<td>90</td>
<td>860</td>
<td>850</td>
</tr>
<tr>
<td>95</td>
<td>935</td>
<td>927</td>
</tr>
<tr>
<td>100</td>
<td>995</td>
<td>988</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

The control configuration selection for industrial AP for nominal capacity and 10% capacity increase has been addressed based on the RGA and RNGA methods. Dynamic simulation is used to evaluate control performance and capability of disturbance rejection for both methods. The results show that the RNGA unlike the RGA structure will remain stable for current and increased capacity. However, RGA has been frequently used for control structure selection; the result show that only use of steady state gain cannot make a comprehensive decision for loop pairing. The main advantage of using RNGA for industrial column compared with RGA is that transient information is utilized to pair variables instead of steady state information. The result of comparison between RGA and RNGA correspond closely to those obtained by He et al. and Yunhui et al.\textsuperscript{20,27} It is important to highlight that the results present an acceptable control performance as well as energy efficient operation of AP in uncertain feed capacity. The proposed configuration of RNGA can solve the potential control problems of the column in the case of capacity increase and crude switch.

APPENDIX

A. Case study: Shiraz Refinery crude oil distillation column

The column used in this work is Atmospheric distillation tower of Shiraz Refinery. The column separates oil to various fractions such as overhead products, naphtha, kerosene and gas oil through complex and nonlinear process. The column includes 43 trays, two mid-tower condensers (pumparound) and three 6-stage strippers. It operates at the nominal operating capacity of 8,750 cum/day. Superheated stripping steam is injected from bottom of the main column and strippers. The steam adjusts temperature profile of the main column and removes any light hydrocarbon from the stripper’s side product. The feed preheats by the first
pumparound, kerosene and gas oil. The fired heater eventually causes feed temperature to rise to about 640K.

B. Dynamic process information

Transfer function matrix for the nominal and increased capacity of distillation column are described by Eqs. (11) and (12), respectively: The best control structure based on Eq. (10b) among 35 square matrices (4 x 4) for RGA and RNGA according to Eqs. (6b) and (9b) in the nominal operating capacity obtained as the Eqs. (13) and (14). The selected configuration of RGA and RNGA for 10% increase in capacity obtained as the Eqs. (15) and (16). In these matrices the best pairing indicated by underline between input and output variables.

\[
\begin{pmatrix}
u_1 & u_2 & u_3 & u_4 & u_5 & u_6 & u_7 \\
y_1 & -(1.5 \times 10^{-5})e^{-10s} & -(5 \times 10^{-5})e^{-10s} & 0.7e^{-1.5s} & -305e^{-0.6s} & (1.4 \times 10^{-6})e^{-s} & (2 \times 10^{-6})e^{-s} \\
y_2 & 0.0007e^{-9s} & 0.001e^{-9s} & 0.88e^{-5s} & -510e^{-30s} & (2.1 \times 10^{-6})e^{-4s} & (1.9 \times 10^{-6})e^{-4s} \\
y_3 & 7.3+1 & 0.002e^{-5s} & 498+1 & 93s+1 & (2.7 \times 10^{-6})e^{-3s} & (3.35 \times 10^{-6})e^{-4s} \\
y_4 & 44s+1 & 0.0017e^{-5.5s} & 21s+1 & 31s+1 & 22s+1 & 16.5s+1 \\
\end{pmatrix}
\]

(11)
\[
\Phi = \begin{pmatrix}
0.037 & -0.025 & 0.046 & 1.033 \\
1.002 & -0.003 & -0.019 & -0.018 \\
-0.119 & 1.113 & 0.054 & -0.048 \\
0.078 & -0.084 & 0.0972 & 0.0335
\end{pmatrix}
\]

\[
\Lambda = \begin{pmatrix}
0.034 & -0.035 & 0.076 & 0.923 \\
1.064 & -0.001 & -0.14 & 0.076 \\
-0.184 & 1.232 & 0.036 & -0.084 \\
0.085 & -0.196 & 1.026 & 0.083
\end{pmatrix}
\]

\[
\Phi \cdot \Lambda = \begin{pmatrix}
0.015 & 0.020 & 0.023 & 0.958 \\
1.04 & -0.043 & -0.078 & 0.081 \\
-0.098 & 1.159 & 0.058 & -0.019 \\
0.042 & -0.118 & 0.996 & 0.079
\end{pmatrix}
\]

\[
\Phi = \begin{pmatrix}
0.023 & -0.021 & 0.027 & 0.928 \\
1.03 & -0.104 & -0.011 & 0.085 \\
-0.054 & 1.082 & 0.072 & -0.101 \\
0.0001 & -0.0006 & 0.911 & 0.087
\end{pmatrix}
\]
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